Bugs in the Market: Creating a Legitimate, Transparent, and Vendor-Focused Market for Software Vulnerabilities
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Ukraine, December 23, 2015. Hundreds of thousands of homes lost power. Call center communications were blocked. Authorities reported that 103 cities experienced a total blackout. The alleged cause? BlackEnergy malware. With so much of our daily lives reliant on computers, is modern civilization just a stream of ones and zeroes away from disaster?

Malware like BlackEnergy relies on uncorrected security flaws in computer systems. Sometimes, the system owner fails to install a patch. Other times, there is no patch because the software vendor either did not know about or did not correct a critical security flaw. Meanwhile, the victim country’s government or its allies may have knowledge of the same flaw, but kept the information secret so that it could be used against its enemies.

There is an urgent need for a new legal and economic approach to cybersecurity that will curtail socially harmful behavior by security researchers and governments. Laws aimed at curbing cyberattacks typically focus on punishment, with little to no wiggle room provided for socially beneficial hacking behavior. Around the world, governments hoard zero-day vulnerabilities while permitting software vendors to sue security researchers who plan to demonstrate critical security flaws at industry conferences. There is also a growing market for buying and selling security flaws, and the buyers do not always have society’s best interests in mind.

This Article delves into the world of cybersecurity and software and provides an interdisciplinary analysis of the current crisis, contributing to the limited but growing literature addressing these new threats that cannot be contained by traditional philosophies of war and weaponry. First, the Article presents an economic model to explore incentives for selling vulnerability information in
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different types of markets. Then, it proposes and designs a revolutionary market for vulnerabilities aimed at facilitating legitimate, transparent, and vendor-focused transactions of critical security information at a fair market price. The proposal combines insights from economics, security, and law, and draws inspiration from around the world; from commodity futures markets in New York to archaeological sites in Iraq. The Article applies the marketplace proposal to several examples, demonstrating that it is a practical and achievable approach that will support socially desirable cybersecurity practices.
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INTRODUCTION

The Internet is a game changer, connecting people, businesses, and countries like never before in world history. Educational videos from the 1990s painted the Internet as a great tool to help Lisa with her homework and let Dad check the stock reports. In the decades since, the Internet has proven to be much more than a useful tool. It is a new road that connects businesses to consumers and governments to citizens. It has dramatically reduced transaction costs to enable outstanding economic growth. But new roads can be used by anyone with access to them. As former FBI Director Robert Mueller noted, the same roads that enabled the spread of Roman civilization also led invaders to Roman doorsteps. This also applies in the arena of cybersecurity threats. General Keith Alexander, Director of the National Security Agency (“NSA”), declared that ongoing cyber thefts “represent the greatest transfer of wealth in human history.” The global nature of cybercrime complicates the enforcement of laws and rights, because investigators are much more constrained by borders than criminals.

In 2014, experts estimated that cybercrime costs the global economy more than $400 billion every year. The United States alone reportedly accounts for $100 billion of that total. Harm from cybercrime includes the destruction and theft of information, but the harm can also be reputational or even physical. One careless network user who clicks on a phishing link in an email is sometimes all it takes. The defender must simultaneously defend everywhere against everything, but all an attacker needs is one good day.

---

9. See Rachel Rue & Shari Lawrence Pfleeger, Making the Best Use of Cybersecurity Economic Models, IEEE SECURITY & PRIVACY, July–Aug. 2009, at 52, 53 (discussing the Clark and Konrad cybersecurity model, and stating that “the defender [against a cyberattack] must defend every front, but the attacker need be successful on only one”).
Those with cybersecurity knowledge have engaged in research efforts to limit the harmful use of this new road. The information security market has been thriving since the beginning of the millennium. In 2004, experts estimated the computer security market’s value at $27 billion.\(^\text{10}\) By 2014, estimated worldwide spending on information security products had jumped to over $70 billion.\(^\text{11}\)

Even with this increase in investments, network security remains fragile. Invaders are always looking for new vulnerabilities to exploit, which may be human or technological in nature.\(^\text{12}\) Security breaches have led to the theft of sensitive information from health insurance companies, retailers, banks, hotels, and more.\(^\text{13}\) Hackers have exploited security vulnerabilities in operating systems, encryption software, firmware, and countless numbers of other software products.\(^\text{14}\) Noah Susskind notes that over a billion data records have been compromised in data breaches, causing significant financial harm to U.S. companies.\(^\text{15}\) Yet many companies fail to take basic steps to secure information in their systems. One study estimates that over 63% of businesses store customer credit card information in an unencrypted format, and that 7% of companies keep records of all of the information contained in the magnetic bar on the back of each

---

12. See U.S. DEP’T HOMELAND SEC., COMMON CYBERSECURITY VULNERABILITIES IN INDUSTRIAL CONTROL SYSTEMS vii (2011), https://ics-cert.us-cert.gov/sites/default/files/recommended_practices/DHS_Common_Cybersecurity_Vulnerabilities_ICS_2010.pdf (“[A]ttack strategies are constantly evolving to compensate for increasing defense mechanisms.”). The DHS report addresses several categories of vulnerabilities, including improper input validation and network weaknesses. Id. at ix–xi.
Such careless data practices magnify the potential financial harm from exploitation of technological security vulnerabilities.

By exploiting security vulnerabilities, attackers can wrest control away from the rightful owners and operators of machines. One goal of exploitation may be the theft of confidential information. When individual computers are compromised, cyber criminals can also make those computers part of a botnet. Access to these botnets can then be sold on black markets so that buyers can use them for purposes that include spam dissemination, brute force attacks, and distributed denial of service (“DDoS”) attacks. Attackers may also use ransomware that encrypts the victim’s hard drive and demands payment to restore the owner’s access.

Security vulnerabilities are also exploited by governments. Indeed, many countries have entire units of their militaries dedicated to cyber operations. The most infamous cyber incident to date is the harm caused by Stuxnet, which purportedly destroyed approximately 1,000 nuclear centrifuges in two of Iran’s nuclear facilities. Stuxnet exploited four zero-day vulnerabilities in the Windows operating system, and the sophistication of its code makes it extremely likely that the culprit was a national government. No one has come forward to take responsibility for Stuxnet, but some theorize that Stuxnet was produced through

---


joint efforts of Israel and the United States. Stuxnet illustrates that cybersecurity is national security.

In addition to possible offensive uses, governments utilize cyber intrusion tools for defense and intelligence purposes. Security vulnerabilities can even be exploited by national governments to violate their own citizens’ rights. The Syrian government allegedly exploited an Adobe Flash vulnerability to target its citizens who visited a government website that was set up to receive their complaints. There is also evidence that the regime of former Egyptian President Hosni Mubarak at least considered purchasing commercial spyware to monitor activists and opponents.

This Article is not about attacks, but rather what enables them to occur—bugs! Many bugs are technological security flaws that could be fixed, but fixing them becomes much harder when criminals and governments are fighting to see who can use these bugs the longest and still keep them secret. Our ambitious proposal to create and operationalize a legitimate and transparent market for software vulnerabilities is aimed at making it more attractive and more profitable to fix bugs instead of hoarding them.

In some ways, computer security is like medical vaccination. Seventy years ago, approximately 35,000 people contracted polio each year in the United States. Less than 1% of those infected with polio, or approximately 300 people per year, suffered paralysis. After the vaccine was introduced in 1955, infections dropped dramatically—to fewer than 2,500 cases in 1957. Sixty years later, people are still receiving polio vaccinations, and as of 2015, the number of new

24. Id.
27. Id. at 20.
29. For a discussion of the popular myth that the use of the word “bug” to refer to software errors arose because Admiral Grace Hopper found a moth in a computer, see Moth in the Machine: Debugging the Origins of ‘Bug’, COMPUTER WORLD (Sep. 3, 2011, 7:00 AM), http://www.computerworld.com/article/2515435/app-development/moth-in-the-machine--debugging-the-origins-of--bug-.html.
31. Id.
32. Id.
infections has dropped to just a few dozen worldwide.\textsuperscript{33} Part of the success of vaccination programs is due to so-called “herd immunity,” which protects those with weaker immune systems who cannot be vaccinated.\textsuperscript{34} Likewise, computer communities benefit from pervasive and effective computer security practices.\textsuperscript{35} But when even a small percentage of the community avoids preventative measures, the effectiveness of herd immunity plummets.\textsuperscript{36} This reality emphasizes the need for consistent use of security technology.

In security, as with vaccinations, the controlled application of potentially harmful elements can create a stronger and more resilient environment.\textsuperscript{37} Vaccines are often manufactured by using a weakened form of the virus.\textsuperscript{38} This way, the immune system can steel itself against stronger versions of the virus and immunity is achieved.\textsuperscript{39} Security researchers and even some mischievous hackers can provide a similar benefit for computer security.\textsuperscript{40} Our proposal is fundamentally about helping these parties transfer their information to vendors who can fix security holes.

In the pursuit of inoculation, this Article focuses on the discovery, exploitation, and repair of technological security vulnerabilities, and proposes a market-based solution that improves upon existing vulnerability markets. This Article examines the policy implications of today’s vulnerability markets, in which computer security may be sold to the highest bidder. We primarily use the term “vulnerability market,” but we also distinguish between vulnerabilities and exploits. Vulnerabilities are security flaws, and exploits are weaponized vulnerabilities. In vulnerability markets, the vulnerability information or exploit is transferred to someone else to use as she or she wishes.

Most people likely think of antivirus companies and firewalls when they think of markets for information security products. Part of the information security market emphasizes defense, but there is a parallel market for offensive use of

\begin{footnotesize}
\begin{itemize}
\item[34.] \textit{Community Immunity (“Herd Immunity”)}, \textsc{Vaccines.gov}, http://www.vaccines.gov/basics/protection/ (last visited Aug. 19, 2016) [hereinafter \textit{Community Immunity}].
\item[36.] \textit{Community Immunity, supra note 34}.
\item[37.] For a discussion of how this theory applies to information security, see Note, \textit{Immunizing the Internet, Or: How I Learned to Stop Worrying and Love the Worm}, 119 \textsc{Harv. L. Rev.} 2442 (2006) [hereinafter \textit{Immunizing the Internet}].
\item[39.] \textit{Id}.
\item[40.] \textit{See Immunizing the Internet, supra note 37} (“In essence, certain cybercrime can create more benefits than costs, and cybercrime policy should take this into account.”).
\end{itemize}
\end{footnotesize}
information security knowledge. For example, profit-minded security researchers can sell discoveries to brokers who deal in vulnerabilities and exploits. These brokers may then sell exploits to governments or research firms, either individually or through subscription services. There are also secretive black markets where terrorists or other criminals can purchase security exploits. Offense-focused markets are plagued by questions of legitimacy and a lack of transparency.

Commentators sometimes characterize vulnerability markets as being black, grey, or white. This Article uses the term “black market” to refer to markets where there is malicious intent and, as is often the case, an emphasis on the targeting of individuals or private companies. A “white market,” in contrast, is one where the vulnerability sales are almost exclusively made to the distributor of the vulnerable product. For example, the bug-bounty programs that many software companies operate are considered white markets.

Somewhere in between dark-alley criminal enterprises and bug-bounty programs there is a very substantial “grey market.” In grey markets, buyers may be security research firms that will use the information for penetration testing. National governments are also active in grey markets, where they might purchase vulnerability information and exploits for defensive, offensive, or intelligence purposes. The grey market also includes vulnerability brokers like Zerodium that publicly advertise their desire to purchase vulnerabilities and exploits with an apparent intent to resell that information to other grey market actors.

Black and grey markets are both problematic, even when putting aside concerns about the buyers’ intentions. Because of the nonexclusive nature of

---

42. Id.
43. Id. (“In a sense, Zerodium is a cyber arms dealer. It pays hackers to learn about their tactics, then packages that and sells it to elite subscribers.”)
46. Id.
48. Blackmer, supra note 45.
49. Fidler, supra note 26, at 27.
information, neither sellers nor buyers can ensure that the vulnerability will not be found and exploited or fixed by someone else. This makes participation in these markets difficult and precarious. Moreover, an entity that purchases the vulnerability with the intent to use it is unlikely to disclose the vulnerability to the vendor to allow the vendor to fix it. The white market becomes more visible as more software firms offer bug bounties. Unfortunately, bug bounties are often just a fraction of what the researcher could earn if he or she sold the information to someone else.52

This Article recognizes and responds to the urgent need for legitimate and transparent vulnerability markets. The long-term goal for addressing vulnerability markets should emphasize incentives to sell on white markets instead of black or grey markets. Creating an incentive for freelance researchers to sell to those vendors who are able to fix these vulnerabilities will reduce the number of suppliers in socially harmful markets. With a lower number of suppliers, criminal organizations and governments will have to move their vulnerability discovery operations in-house. This could reduce the number of malicious actors who exploit the systems that many people rely on in every aspect of their lives.

Our proposal increases transparency through the use of a more formal market structure. We propose a multi-faceted market for vulnerabilities that will legitimize this often hidden market. In today’s economy, information is a commodity. Vulnerabilities are also commodities and can be traded as such. Our solution to the problem of a hidden market for vulnerabilities is to create an Information Security Exchange (“Exchange”) to allow participants to invest based on the direction they think the market will go. The Exchange would serve many purposes, including price discovery, threat classification, risk shifting, and mediation. At the center of this Exchange would be the Information Security Clearinghouse (“Clearinghouse”) that would handle market transactions and mediate negotiations between buyers and sellers. There are already some vulnerability brokers, such as TippingPoint’s Zero Day Initiative (“ZDI”), that act as intermediaries between researchers and the white market.53 Together, the Exchange and the attached Clearinghouse go much further, opening the market up to speculation and hedging. The use of financial market models like commodity futures markets creates a forum for transparent market operation. These additional features provide the funding necessary to facilitate fair market transactions for an information product that has thus far been characterized by volatility. By providing a transparent marketplace, we hope that our proposed system will incentivize market transactions between vendors and researchers that will adequately reward security researchers without excessively burdening vendors.

In Part I, we explore and analyze cybersecurity issues using practical and policy-based perspectives. A thorough understanding of cybersecurity policy should be grounded in an appreciation of the technology, the relevant actors, and the existing legal and technological means of addressing these problems. In Part II,

we narrow our focus to vulnerabilities and the emerging markets. Cybersecurity threats have both technological and economic aspects, both of which our proposal addresses. An understanding of the conditions that enable cyberattacks is necessary to identify a remedy. In Part III, we discuss a variety of noncybersecurity markets, including commodity futures markets for legitimate investors and international black markets for those who deal in looted antiquities. These markets provide insights that can be used to shape legitimate and transparent vendor-focused vulnerability markets. In Part IV, we propose a transparent, market-based, and vendor-focused solution for the trade of vulnerabilities. We also present an economic model to outline the most important factors to consider for improving the white market for vulnerabilities. The inoculation of the Internet requires incentives for socially beneficial security research and behavior. Information security risks are not going away, but they can be lessened through the creation of a transparent, self-sustaining marketplace for vendor-focused vulnerability exchanges.

I. CYBER THREATS AND DEFENSES

Hacking has grown in visibility over the last decade. In 2007, unidentified attackers hit Estonian government systems with politically motivated cyberattacks. In 2008, cyberattacks against Georgia coincided with the beginning of its war with Russia. In 2010, discussions of cyberwar exploded when researchers discovered Stuxnet, a pernicious and resilient worm that exploited four zero-day vulnerabilities in order to sabotage nuclear centrifuges in Iran. Some scholars consider Stuxnet to be an anomaly because the Stuxnet attacks actually had physical effects, while most cyberattacks do not. We disagree. Stuxnet was not an anomaly—it was a harbinger that exposed the increasingly ambiguous divide between the digital and physical realms. As evidence, consider the December 2015 cyberattack that reportedly caused a massive power outage in Ukraine lasting for several hours.


After the discovery of Stuxnet in 2010, cyberattacks continued to proliferate, and 2011 soon earned the title of “the Year of the Hack.” Prominent targets included government contractors, security technology firms, and entertainment companies like Sony Computer Entertainment. Hacktivism also gained global attention with events like Operation Arab Spring, where political activists were supported by the loose-knit hacker collective Anonymous. One of 2011’s high-profile targets was federal cybersecurity contractor HBGary Federal. When company leaders announced that they were preparing to unmask Anonymous, the hacker collective responded by breaking into HBGary Federal’s systems and downloading sensitive information from company email accounts.

The 2011 attacks called attention to cybersecurity matters, but this was far from the end of the struggle against cybercrime. In 2013, Target suffered a major security breach during the holiday shopping season when hackers stole millions of payment records. The Target breach may have affected as much as one-third of the U.S. population. In November 2014, hackers released mountains of sensitive information from servers at Sony Pictures Entertainment and threatened further harm if Sony Pictures went forward with its planned release of The Interview, a

59. Kirsch, supra note 5, at 383.
64. See Brown & Metcalf, supra note 57, at 126 (“Unfortunately, [the CEO] failed to follow a basic rule—before taking on a hacker group, ensure your computer systems are secure.”).
67. Ryan, supra note 63.
comedy about journalists traveling to North Korea.\(^\text{68}\) In March 2015, Premera Blue Cross announced that it had been hacked, resulting in the leak of the health records of eleven million people.\(^\text{69}\) Later in 2015, the federal Office of Personnel Management (“OPM”) announced its discovery of a massive theft of the personal information of government employees and applicants for security clearances.\(^\text{70}\) While only a few million people were initially thought to be affected by the OPM hack, that number soon leapt to 21.5 million.\(^\text{71}\)

Sometimes, cybercrime victims are noteworthy because of who they are. Hacking Team, for instance, is an Italian company that sells spyware tools to national governments.\(^\text{72}\) In a fit of cosmic irony, Hacking Team was hacked in July 2015, and the culprit published the company’s internal documents for all to see.\(^\text{73}\) The leak included invoices, emails, and some of the company’s tools.\(^\text{74}\) Another striking example is the Equation Group, a group of hackers identified by security researchers who say that the group’s skill and resources make it likely that they have ties to the NSA.\(^\text{75}\) In August 2016, a hacker group named ShadowBrokers released hacking tools and promised the auction of more tools that were stolen during a hack of Equation Group’s servers.\(^\text{76}\)

Over the last several years, many of the publicized attacks on private companies have involved “SQL injections,” a very popular and effective method of hacking.\(^\text{77}\) SQL stands for “Structured Query Language,” which is a coding language that is commonly used for managing large databases.\(^\text{78}\) In some instances, website code is written in a way that permits the user to use the input field to give the system more commands.\(^\text{79}\) An SQL injection essentially interrupts


\(^{71}\) Id.


\(^{73}\) Id.

\(^{74}\) Id.


\(^{76}\) Id.

\(^{77}\) Kirsch, supra note 5, at 395; see also Joseph Cox, The History of SQL Injection, The Hack That Will Never Go Away, VICE MOTHERBOARD (Nov. 20, 2015, 8:00 AM), http://motherboard.vice.com/read/the-history-of-sql-injection-the-hack-that-will-never-go-away.

\(^{78}\) Cox, supra note 72.

\(^{79}\) Id.
the existing commands and inserts new commands by using similar syntax.\textsuperscript{80} For example, the input may include a semicolon to indicate the end of the line within the input, followed by more text.\textsuperscript{81} The computer then interprets the text after the semicolon as being a new command, instead of just being part of the contents of the input field.\textsuperscript{82} This idea is demonstrated in a popular xkcd comic,\textsuperscript{83} presented in Figure 1 below.

![Figure 1: “Exploits of a Mom”](image)

In the comic, the input “Robert;” tells the school’s computer that the input ends with “Robert.” The injected command is “DROP TABLE,” a command that will delete a database.\textsuperscript{84} The student records were lost because the injected code instructed the computer to delete the database named “Students.” The hacker here relied on the semicolon being interpreted as the end of the input, and that the student records database would actually be named “Students.” SQL injections are just one possible type of exploit.

Software products inherently have bugs, and some of these bugs are security flaws that allow outsiders to exercise some control over the system.\textsuperscript{85} Vulnerabilities in SQL code are just one example. After identifying a place for an SQL injection, the hacker might then write a tool to take advantage of this vulnerability, perhaps as a “Trojan horse” attached to something the user wants to install.\textsuperscript{86} Once this tool has been written, the aim is to infiltrate a system that the

\begin{itemize}
  \item \textsuperscript{80} See \textit{id.} (discussing mitigation methods to avoid SQL injections that use syntax to change the system’s operations).
  \item \textsuperscript{82} \textit{Id.}
\end{itemize}
hacker wants to compromise. Additionally, this required the target to actually open an executable file, but hackers have also successfully embedded malware in word processing and PDF files. A malicious hacker can infect website visitors with a Trojan by using an iframe tag to create an invisible frame where the malicious code rests, or through the use of malicious script language.

A hacker targeting an institution will often need credentials to gain access. There are many possible ways of obtaining these, but arguably one of the most effective methods is phishing, which exploits a different type of vulnerability—the human operator. Phishing scams have long been an effective way to obtain access, and the fallout from these scams can be very expensive. When one company employee falls victim to a phishing attack that also involves malware, this puts other company computers at risk. Even if a hacker obtained only one employee’s credentials, this may still be enough to facilitate a large-scale theft of customer information or intellectual property.

Security breaches like these are a major area of concern. Susskind notes that in 2014, reported cybersecurity incidents rose 48%. But detection of these breaches is not always easy. Citing a study by Verizon, Deborah Norris Rodin makes the alarming observation that 70% of the time a company does not know that it has experienced a security breach until informed by a third party.

Security breaches are costly to companies: they harm systems, degrade business operations, and damage consumer confidence. A 2015 study estimated that when confidential information is stolen in the United States, the cost of addressing the breach averages $217 in costs as a result of the 2011 attacks—

87. Id.
90. See Hahn & Layne-Farrar, supra note 10, at 290 (“According to one research firm, phishing scams cost banks and credit-card issuers more than $1.2 billion in 2004.”).
93. Susskind, supra note 15, at 574–75.
95. Hahn & Layne-Farrar, supra note 10, at 303.
not including class action settlements.97 Regulators may impose additional costs on companies that fail to take basic precautions, like maintaining firewalls, updating antivirus software, and encrypting sensitive information like passwords and credit card numbers.98

The Federal Trade Commission has some authority in this arena. In FTC v. Wyndham Worldwide Corp., the Third Circuit Court of Appeals held that the FTC can sue companies with inadequate security practices under Section 5 of the FTC Act in order to prevent unfair or deceptive acts or practices.99 However, the FTC tends to rely on ad hoc adjudication, and the penalties authorized under Section 5 may be inadequate to deter bad security behavior.100 The Third Circuit’s Wyndham decision concerned the FTC’s litigation against the Wyndham hotel group, which was first brought in 2012 after the discovery of multiple data breaches.101 This litigation went on for several years before the parties settled.102 Wyndham stored customer credit cards in an unencrypted format and did not use firewalls.103 Further, individual hotels were often connected to Wyndham’s central network with easily discoverable default usernames and passwords.104 In spite of these shortcomings, the final settlement with the FTC only addressed future monitoring and did not include any financial penalties.105

The Wyndham litigation concerned the theft of a large amount of customer credit card information.106 The danger that a thief could make purchases with a stolen credit card is very real, but the threat goes beyond dollars and cents. Every industry that uses computers and the Internet needs effective cybersecurity. In the legal field, safeguarding client information has become an ethical matter, not just a technological or financial matter.107

Critical infrastructure systems are especially at risk.108 Most critical infrastructure is owned and operated by the private sector, so security practices can vary significantly.109 Rodin notes that in 2012, attackers compromised Telvent, a company that provides information technology services to operators of oil and gas


98. See Susskind, supra note 15, at 584 (addressing CorporateCarOnline’s failure to use encryption or update their firewalls prior to that company’s data breach).


102. Peterson, supra note 13.

103. Wyndham Worldwide, 10 F. Supp. 3d at 626.

104. Id.

105. Peterson, supra note 13.

106. Wyndham Worldwide, 10 F. Supp. 3d at 609.

107. Zureich & Graebe, supra note 7, at 193–94 (noting amendments that the American Bar Association has made to rules concerning ethics and cybersecurity practices).


109. See Trope & Humes, supra note 56, at 663; Susskind, supra note 15, at 577.
pipelines. The Telvent intruders may have stolen sensitive information like blueprints and remote access codes for oil and gas pipelines across North and South America. Cyber threats also endanger economic infrastructure. Financial actors on Wall Street are frequently targeted with DDoS attacks, and hackers have compromised brokerage accounts to execute “hack, pump, and dump” schemes to manipulate the prices of penny stocks. In 2013, hackers compromised the Twitter account of the Associated Press and sent out a false tweet about an explosion at the White House, causing the S&P 500 index to drop almost a full percentage point in just seconds.

The critical information infrastructure underlying the Internet is another attractive target for attackers. A survey by Symantec revealed that politically motivated cyberattacks affected approximately half of the providers of critical information infrastructure in 2010. In December 2015, members of the media reported that unknown hackers were attempting to shut down the entire Internet by targeting vital servers with DDoS attacks. Some threats to information infrastructure are physical, such as the repeated incidents of vandals cutting fiber-optic cables in California. Whether physical or digital, vulnerabilities in critical information infrastructure can have national security implications due to the overlap between civilian and military networks.

Even the most intelligent policymakers often do not understand the full ramifications of technological issues. Bruce Schneier coined the term “security theater” to describe security proposals that provide the appearance of security, but

110. Rodin, supra note 94, at 506.
111. Id.
112. Id. at 511.
116. Oriola, supra note 8, at 454.
119. Tene, supra note 3, at 398.
might not actually improve it. In this Part, we explore some of the nuances and possible responses to the threat. Having a more thorough understanding of the security environment will likely be helpful in avoiding meaningless security theater.

A. Characterizing Hackers

Attacks vary significantly in complexity and impact, as do the abilities and intentions of the attackers. One study estimates that highly skilled hackers with malicious intent make up only 1% of the total hacker population. This 1% may be responsible for many of the high complexity and high impact cyber incidents. The remaining hackers either have a low skill level or are not malicious.

Hackers are often described as wearing white, grey, or black hats. We view these three hat colors as representing a morality scale based on the hacker’s intentions—good, neutral, or evil. Hackers are often considered to be black hats when they violate the law, but law and morality are not the same. A more detailed categorization of hackers would be possible if we introduced an ethics scale that examines how much a hacker prioritizes the rule of law. In the terminology of the popular role-playing game Dungeons and Dragons, the points on the ethics scale would be lawful, neutral, and chaotic. Lawful actors prioritize following the law, neutral actors do not view it as an ultimate authority, and chaotic actors may actively work to subvert it. The chart below suggests what types of activity might fall within each alignment, where the moral good-to-evil scale is based on the intentions of the actor.

---


123. Hahn & Layne-Farrar, supra note 10, at 296.

124. Id.

125. Kirsch, supra note 5, at 386.


127. In Dungeons and Dragons, players create characters from a range of possible races (including humans and elves) and classes (including barbarians and wizards) and craft the characters’ internal motivations. See DUNGEONS AND DRAGONS PLAYER’S HANDBOOK 4 (Kim Mohan et al. eds., 2003). Players often meet for a few hours at a time and play the game through multiple sessions, using dice and their imaginations to propel their characters through elaborate fantasy-based storylines.

128. Id. at 103–04.

129. Id. at 104.
The problem with current laws governing cybercrime is that they reject the utility of anything in the neutral and chaotic columns. Further, actions that violate the law often get characterized as black hat actions regardless of intent. Cassandra Kirsch suggests that grey hat hackers should be viewed as potential allies. Expounding on this idea, categorizing hackers based on intent (The Morality Axis) and lawfulness (The Ethics Axis) reveals different types of hackers, many of whom could be helpful, and the various motivations that drive them. These are the potential market actors whose participation in a vendor-focused vulnerability market will be the most valuable. By considering their different motivations, we can better design the right incentives for each hacker alignment.

### B. Cybersecurity Regulation

Over the last thirty years, policymakers around the world have become more aware of the threats facing an increasingly connected and digitized world. In the United States, legislators became concerned about the scenarios depicted in the 1983 film WarGames, which contributed to the enactment of the Computer Fraud and Abuse Act (“CFAA”) in 1986.

International regulatory solutions have evolved with the introduction of new threats. In 2007, Germany criminalized the distribution of hacking tools with

---

130. The Computer Fraud and Abuse Act, for instance, criminalizes unauthorized access to and actions that damage protected computers, in many cases without concern for the offender’s motivations. E.g., 18 U.S.C. § 1030(a)(2) (2012) (obtaining information through intentional unauthorized access).
131. Kirsch, supra note 5, at 385–86.
132. WarGames (United Artists 1983).
a law that might be broad enough to encompass the market for vulnerabilities.\textsuperscript{134} China has a high imprisonment rate for crime that occurs online, especially compared to other countries.\textsuperscript{135} The European Convention on Cybercrime attempts to harmonize national laws and encourage cross-border cooperation in investigations.\textsuperscript{136} Marietje Schaake, a member of European Parliament, has expressed interest in a law that would restrict the distribution of hacking tools to oppressive governments.\textsuperscript{137} In 2015, the Wassenaar Arrangement, an export control agreement for dual-use goods, was amended to include “intrusion software” and products that are used in or interact with intrusion software.\textsuperscript{138}

In the United States, the CFAA remains the primary federal cybercrime statute, though some question the government’s enforcement patterns. A majority of referred CFAA cases are left unprosecuted due to lack of evidence,\textsuperscript{139} while CFAA prosecutions that do go forward sometimes play fast and loose with what it means to access a computer without authorization.\textsuperscript{140} Criminal laws like the CFAA are often viewed as an important tool against hackers. However, inconsistent applications of cybercrime laws threaten to discourage benevolent security research while encouraging the actions of malicious hackers who know that their odds of being caught and prosecuted are slim.\textsuperscript{141} Some commentary even suggests that cybercrime that is more mischievous than malicious should be tolerated to some extent because of its possible benefits for the immune system of the Internet.\textsuperscript{142} Ultimately, when the CFAA’s effect is too coercive, more beneficial hacking activity is deterred, making it more difficult to improve security.\textsuperscript{143} Instead, not only do security researchers worry about criminal prosecutions following unauthorized security tests, but they also worry about injunctions and
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civil liability when companies do not want their security flaws to be disclosed to the public.144

Administrative agencies in the United States wrestle with how to regulate when their areas of specialization intersect with cybersecurity. In 2015, the Bureau of Industry and Security at the U.S. Department of Commerce issued a proposed rule and request for comments concerning the implementation of the Wassenaar Arrangement.145 The Securities and Exchange Commission has weighed in on cybersecurity as well, due to the effects that cybersecurity breaches could have on a company’s stock valuation.146 The FTC has investigated and subjected multiple companies to consent orders because of the companies’ inadequate security practices.147 Additionally, as noted previously, the Third Circuit recently upheld the FTC’s authority to bring suit against a company for unfair business practices based on egregious security failures.148

The effectiveness of the available legal approaches is unclear. For example, in the United States, a common regulatory response to data breaches is to require disclosure after a data breach.149 Companies also typically insert information about security practices and expectations in end user license agreements (“EULAs”) or privacy policies.150 Some scholars are skeptical of these approaches, however, in part because such practices do not provide effective feedback loops to improve self-correction.151

This Article asserts that other dominant approaches to regulation are also questionable. If the Wassenaar Arrangement restricts the legitimate market for vulnerabilities, this could drive market participants to the black market. Strengthening criminal laws and enforcement may primarily serve to deter more benevolent market actors while rewarding those who are better at evading detection. Regulatory agencies like the FTC are increasingly involved in these
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issues, but their options for enforcement may not sufficiently deter harmful or negligent behavior.\footnote{152} Punishment and export restrictions are only part of the equation. Ultimately, cybercrime will need to be addressed with a comprehensive approach that preserves incentives for benevolent or curiosity-based security research. This need is the foundation of our market-based proposal.

I. Cybersecurity Information Sharing

Recently, policymakers have considered an alternative model that emphasizes cybersecurity information sharing, especially between the government and the private sector.\footnote{153} Streamlining processes for security clearances could, for example, facilitate efforts by the government to pass along sensitive security information to private companies.\footnote{154} Ronald Trope and Stephen Humes, however, have argued that such information sharing might not be appealing to companies because of the burdens it imposes and its questionable benefits.\footnote{155}

Congressional interest in cybersecurity information sharing was piqued in 2015, perhaps as a result of the OPM hack, which brought the danger of security breaches very close to home for government employees.\footnote{156} In the OPM hack, over 20 million personal records were stolen, and these personal records covered all applicants who had previously been investigated for the purpose of receiving a security clearance—and often their families as well.\footnote{157} This may have contributed to a legislative environment more amenable to proposals for sharing information about cyber threats.

In October 2015, the Senate approved the Cybersecurity Information Sharing Act (“CISA”).\footnote{158} CISA permits the voluntary sharing of cyber threat indicators and defensive measures.\footnote{159} At that time, CISA was just the latest bill to
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cause public outcry over threats to internet privacy. But in a surprising move, House Speaker Paul Ryan inserted almost all of the language of the Senate-approved version of CISA into the Consolidated Appropriations Act of 2016, an omnibus budget bill enacted in December of 2015 to prevent another government shutdown. CISA permits private companies to share information with the government and provides a broad liability exemption protecting private entities from liability for action or inaction relating to this information.

Cybersecurity information sharing raises substantial privacy concerns. Earlier legislative proposals that emphasized information sharing often used broad wording that threatened to encompass the communications and information of law-abiding citizens. CISA requires irrelevant personal information to be redacted from disclosures, but does little to address how any wrongfully disclosed information should be treated. Instead, the statute gives that responsibility to the Attorney General and the Secretary of Homeland Security to address in the privacy and civil liberties guidelines. In June 2016, the Department of Homeland Security and the Department of Justice published the final guidelines for privacy and civil liberties concerns related to the implementation of CISA. The guidelines require notifications to be sent when information is improperly disclosed and also address retention procedures for such information.

Government agencies also sometimes request the voluntary participation of service providers to monitor information transiting their systems. Online monitoring may include the content of transmissions, or it may be limited to metadata. In the context of communications, metadata is the noncontent information of the transmission, including where the parties were located at the time of the communication, who the target was communicating with, and how long
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Revelations by Edward Snowden in 2013 revealed that the NSA sought and received cooperation from telecommunications companies to collect metadata transiting through their systems. A recent survey found that participants were often more concerned about the warrantless disclosure of content information than about the warrantless disclosure of metadata. Indeed, courts have been uncertain about the extent to which noncontent information, such as geolocation data and call durations, requires a warrant. However, the privacy concerns for both types of information are fundamentally the same. At the heart of surveillance is the desire to find out where someone went, with whom, and for how long; what he or she actually said is often secondary to these considerations.

Suspicionless and warrantless information collection threatens the principles underlying the Fourth Amendment, even if it might not violate the Fourth Amendment itself. Peter Swire cites the findings of the 1976 Church Committee in Congress, noting that, historically, intelligence activities have tended to expand further than intended. The controversy is not limited to the United States. As Omer Tene observes, other governments looking to improve cyber defense have also considered monitoring transmissions online.

Encouraging more information sharing between government agencies is less controversial and an area that could be improved. The Federal Information Security Management Act imposes requirements on agencies and contractors, though practices vary based on the agency. Standardizing information security practices across different agencies could improve overall security by avoiding the sort of variance that might make a particular agency an attractive target. Agency
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standardization is part of the goal of President Obama’s Cybersecurity National Action Plan, which was announced in February 2016.179

Another variety of information sharing concerns the security technology being used. In Executive Order 13,636, the Obama Administration focused on improving cybersecurity in the government and the private sector.180 Executive Order 13,636 directed the National Institute of Standards and Technology (“NIST”) to draft a set of voluntary standards, the Cybersecurity Framework, which could be adopted by operators of critical infrastructure.181 Some critics question the wisdom of even voluntary cybersecurity standards, due to the risk that companies will adopt the bare minimum required to comply.182 Providing a higher baseline than what might have existed before is valuable,183 but the danger comes when agencies mistake practices that are necessary to improve security, and practices that are sufficient to improve security. On the other hand, mandatory regulations that apply to security features would be very difficult to implement and enforce.184

2. Cybersecurity and International Law

A major spot of contention concerns how laws governing relations between countries apply to international conflicts that are based on cyber operations. Russia reportedly utilized cyber operations during a recent conflict in Ukraine,185 and experts allege that Stuxnet is the result of government research, perhaps through the coordinated efforts of the United States and Israel.186 The standards for cyberwar are still unclear under international law.187 Concepts found in the Charter of the United Nations (“UN Charter”), like “use of force” and “armed attack,” are fairly clear in conventional warfare,188 but the UN Charter was written decades before cyber warfare was a threat. In addition to the
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problem of determining when cyber operations become “uses of force,” it is not even clear which (if any) tools of cyber operations are “weapons.”

A committee of experts put together by the UN concluded that international law does apply in cyberspace, but failed to clarify definitional issues. Another collection of experts supported by NATO worked on a similar project, eventually publishing the Tallinn Manual in 2013. The Tallinn Manual is a nonbinding document about how existing laws of war can be applied to cyber conflict, and includes a number of definitional recommendations.

Cybersecurity tools are an example of dual-use goods under international law. Dual-use goods are those that can be used either peacefully or offensively. Established international law already includes treaties concerning dual-use goods, such as the Biological Weapons Convention. The Convention represents an attempt to find a workable compromise between the need for peaceful research into biological weapons, like developing a new anthrax vaccine, and the need to prohibit large scale research with ultimately destructive goals. Recent changes to the Wassenaar Arrangement were likely made to address security software’s dual-use nature in a similar way; although, as a voluntary export control regime, restrictions on intrusion software distribution lack the force of law of a treaty.

The changes to the Wassenaar Arrangement do not represent the first time that governments attempted to address computer security concerns with export controls. Encryption technology has long been considered a dual-use technology, and regulation of the export of encryption technology has waxed and waned since cryptography controls were first introduced by Congress in 1979.

Export restrictions on cryptography led to several incidents where researchers
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faced restrictions when attempting to present cryptography research at international conferences.  

The mass market for encryption became more liberalized about 15 years ago and, in an apparent victory for the industry, the barrier for encryption exports was very low by 2002. Twenty years of uncertainty, however, is a long time; if the Wassenaar Arrangement’s inclusion of intrusion software follows a similar trajectory as encryption export controls, it may be 2035 or later before national governments are prepared to address vulnerability markets. Our proposal seeks to avoid such a prolonged period of controversy. Cyber threats are real and immediate, and research should be encouraged and not derailed.

C. Technological Defensive Measures

Potential victims have many options for defense. Passive defense options include firewalls, antivirus software, encryption, and access controls. The goal of passive defense is typically to prevent intrusions. If these safeguards fail, active defense measures allow network owners to respond to events as they happen.

Viewing active defense as a series of actions, we have argued that the first element of active defense is the use of intrusion detection systems. Some recent research has examined ways to detect possible zero-day attacks by focusing on anomalous network activity. Collaborative intrusion detection systems are another tool that can improve capabilities for detecting an attack.

Once an intrusion has been detected, an active defense system operator might attempt a “traceback” to identify the origin of the attack. Attribution of cyberattacks to individuals is notoriously difficult, but technologies have improved to at least provide a better opportunity for identifying the attacking
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Another option is to use “honeypots” to attract attackers and gather their information.210

The highest level of active defense is an actual counterstrike.211 Some counterstrikes may be aimed at neutralizing an active threat, but others may have retribution as their goal.212 Presently, there is no exception in the CFAA for cyber self-defense,213 so any counterstrike is likely to violate the CFAA to the same degree as the initial attack.

The legality of active defense is a topic of considerable debate.214 Even the identification stages of active defense may be legally ambiguous. Depending on how they are implemented, for example, proactive countermeasures like honeypots might violate the CFAA and wiretap laws.215 Methods that provide unauthorized access to any system without consent are excluded from the definition of “defensive measure” in the recently enacted CISA.216

**D. Other Defensive Measures**

If the government fails to regulate vulnerability markets or adopt meaningful exceptions for cyber self-defense, the market will have to self-regulate to adapt to cybersecurity threats. If it remains difficult to identify attackers, one possibility would be to hold third parties liable for harm caused by hackers.217 This is the current approach at the FTC.218 Another promising approach is the use of insurance as a risk-shifting mechanism, though coverage of cyber incidents under traditional policies is often unclear.219 For this reason, the introduction of specialized cyber insurance is growing in popularity.220

The costs of insurance and adopting new practices could potentially be overwhelming for small companies. To address this type of problem, Susskind proposes a tiered approach to improving security, where the steps to be taken are determined by a company’s current security practices.221
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Ultimately, however, security is a moving target, and threats can emerge from anywhere. The most disturbing development over the last decade has arguably been the development of viable markets for zero-day exploits.222 This is the arms trading of the twenty-first century, where battles often take place through the Internet. Some have asserted that government purchases of zero days should be considered legitimate,223 but the idea of any government using this knowledge for cyberwar is not very comforting. The risk of collateral damage is high; with the current overlap between civilian and military networks, civilians can become digital refugees in a war that they cannot see and therefore cannot avoid.224

II. SOFTWARE VULNERABILITIES AND THE MARKET

In Part I, we examined a number of problems and attempted solutions associated with our increasingly networked world. In Part II, we drill down into the origin of information insecurity: the inherent vulnerabilities within systems designed and operated by humans.225 One estimate is that 75% of information security breaches are due to flaws in software.226 Many, if not most, of these breaches are probably a combination of software flaws and human error.227

Not all software packages are targeted equally. Harry Sverdlove reports that in 2012, Java was the most exploited endpoint software.228 In 2015, that honor went to Adobe Flash Player, which remains a very popular target for hackers even as the market attempts to shift away from using the Flash Player plug-in on websites.229

The battles against security flaws are plagued by externality problems. As Ross Anderson and Tyler Moore keenly observe, “systems are particularly prone to failure when the person guarding them is not the person who suffers when they fail.”230 A single infected computer might inconvenience its user, but the aggregate
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harm that it could do as part of a botnet is not a cost that the user has to bear. Incentivizing security investment can be even more difficult if the costs that the user would bear to prevent the problems are greater than the user’s expected loss from an attack.

In part because of potential costs, inaction in the face of security threats does not always indicate ignorance. In 2007, researchers found that the general public is aware of security threats and what to do about them, but often still do not use freely available countermeasures. They may instead choose to rely on investments made by others. Risks and benefits associated with cybersecurity are both shared, which may limit users’ incentives for unilateral investment.

The harm as experienced by the individual user is, in turn, an externality not borne by the vendor. In product development, some argue that vendors are likely to focus on functionality more than security, perhaps because consumers tend to be more knowledgeable about functionality than security. A lemons market may form when informational asymmetry leads to a reduction in the quality of the goods being sold. If consumers are not demanding and are not informed about software security, developers have fewer incentives to invest in security features, potentially leading to a lemons market for security.

Some scholars, including Robert Hahn and Anne Layne-Farrar, argue that there is not currently a lemons market for security, because consumers do demand secure software. However, security is an invisible aspect of software, and the software market is highly competitive. It is unclear the extent to which consumers would be willing to submit to higher prices to shoulder the costs of extra security

---

235. Id.
236. Bambauer & Day, supra note 226, at 1059; see also Oriola, supra note 8, at 456–57 (discussing scholarship exploring the economics of software security).
237. Oriola, supra note 8, at 481.
238. Economists often refer to lemons markets, which are based on the work of George Akerlof, who argued that the market for used cars is a lemons market because of the informational asymmetry between dealer and buyer. Id. at 469–70. Because buyers typically cannot discern between good and bad used cars, dealers cannot charge more for the good cars, so dealers do not have an incentive to sell high quality cars. Id.
239. Anderson & Moore, supra note 146, at 612; Böhme, supra note 234, at 1; Hahn & Layne-Farrar, supra note 10, at 310.
240. Hahn & Layne-Farrar, supra note 10, at 312; see also Oriola, supra note 8, at 472.
testing. If there is eventually market failure that cannot be solved by private parties, government intervention in the software security market may be appropriate.241

Software vulnerabilities become dangerous when someone invests the time and energy to weaponize that vulnerability, thereby creating an exploit.242 Exploits can then be used maliciously, or they can be used in peaceful research.243 Furthermore, exploits may simply be nuisances to the computer owner because they cause infected machines to run slower, or they might be destructive and cause the corruption or deletion of important files.244 Security consumers may respond more ambivalently to nuisance exploits compared to destructive exploits, even though the social cost of nuisance exploits may be the same if the computer’s impaired operation is because the computer is now part of a botnet.

In Part I, this Article discussed SQL injections, a type of attack that exploits a known type of vulnerability that affects SQL code.245 Other possible vulnerabilities include bugs in permission settings, buffer overflow bugs, and kernel flaws.246 Buffer overflow bugs are a very common target of malware, in part because of their familiarity and predictability.247 Functionally, buffer overflow bugs have some similarities to SQL injections.248 Software often allocates a set amount of space, the buffer, for operations.249 If the input provided does not fit into the assigned buffer, the buffer could overflow.250 A hacker might include new commands in the overflow portion that cause something else to happen.251 The Heartbleed bug affecting OpenSSL encryption software is a variation on this type of bug, as it allowed attackers to exploit buffer-limit issues to view protected data.252

As discussed above, the morality and ethics of hacker behavior can vary.253 Regardless, the best hackers are often driven to innovate by money or prestige;254 the same motivations that drive people in any other profession. The annual Pwn2Own hacking competition attracts talent from all over the world.
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promising financial incentives and lots of bragging rights. Competitions are found outside of the private sector as well. To identify top talent, the Chinese government holds regional hacking competitions. Furthermore, hacking is an industry with its own economy, and hackers are often rational actors in the free market. This is explored further in Part IV.

“Hacker” is not an inherently negative term but, going forward, we will primarily refer to nonmalicious hackers as “security researchers.” This is a less controversial term and is more descriptive of the typical motivations that drive people to look for holes in software. This Part examines the roles of security researchers and provides foundational information about software and vulnerabilities before introducing the issues surrounding vulnerability markets.

A. Computers and Software

Engineers and mathematicians laid the foundation for the Information Age in the middle of the twentieth century. Several elements relating to computers and security were developed during World War II. Afterwards, computer technology innovations focused on private-sector uses in addition to military uses. Early computers could take up entire rooms. Intel made the first microprocessor commercially available in 1971 and, as computers started to shrink, the personal computing market grew.

Computers accomplish tasks based on input from the operator. The instructions ultimately must be in machine language, which consists entirely of numbers and would be unreadable for most humans. High-level programming languages, like C#, allow programmers to write the instructions in something that resembles human language. The instructions are then compiled into machine
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language and executed by the computer. As modern life places more demands on software functionality, software becomes more complicated. Some commentators suggest that addressing information security by giving programmers incentives to release more-secure code. However, complex software packages contain a lot of instructions for computers. A relatively simple mobile app may contain 10 thousand lines of code, while the 2011 version of the Android operating system had over 1 million lines of code. It takes 50 million lines of code to run the Large Hadron Collider, and Facebook relies on over 60 million lines of code.

But Facebook seems almost minimalist when you consider that modern high-end cars may rely on software that contains 100 million lines of code. This volume of code can make it possible to hide functionalities that flout regulations. Volkswagen skidded into a scandal in September 2015, when it was revealed that millions of their diesel vehicles contained software designed to produce false emission test results.

1. Evolving Malware Threats

Malicious software, or malware, follows the same rules as other software. Malware is a series of instructions designed to take advantage of security flaws. While the vendor's programmers are trying to innovate to make code more secure, malware authors are trying to innovate to make exploits harder to detect. Racing against malicious hackers will only become more challenging.
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as these hackers become more sophisticated.\(^{274}\) Even if a company could make itself invulnerable to cyber threats, that invulnerability would only last until cyber threats evolve.\(^{275}\)

Two recent malware innovations are polymorphic and metamorphic worms.\(^{276}\) When a vulnerability and the manner of its exploit are known, antivirus software vendors update their databases with the new virus signatures.\(^{277}\) Polymorphic and metamorphic worms can evade these protections.\(^{278}\) Polymorphic worms have encrypted payloads and an encryption key that changes every time it is transmitted.\(^{279}\) Metamorphic worms alter the code slightly at each infection so that the code is still semantically equivalent but may be missed by automated antivirus screening.\(^{280}\)

Another alarming development is the possibility of sonic malware.\(^{281}\) Historically, the best security measure that could be taken was to “air gap” a system by not connecting it directly to the Internet.\(^{282}\) In 2013, scientists announced a prototype of malware that jumps between machines using sound waves, though the jumps were limited to about 65 feet.\(^{283}\) Leap forward to 2015, and marketing companies have started using ultrasonic, inaudible sound beacons to link consumer devices through a process called “cross-device tracking.”\(^{284}\) This
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tracking method enables marketers to identify when a viewer watches a television commercial that has been embedded with these ultrasonic pitches by linking that viewing information to nearby devices.\textsuperscript{285} Though transmissions are likely still limited based on proximity and require a microphone that is constantly listening,\textsuperscript{286} the possibility of transmitting computer instructions via sound waves instead of network cables undermines air gapping as a security measure.

The ability to attack will likely continue to outpace the ability to defend.\textsuperscript{287} Lilian Ablon’s research team notes that defenders must be able to defend against everything, while a single attacker can focus on just one attack method and do it well.\textsuperscript{288} In the long run, shoring up cyber defenses will rely on encouraging a plethora of cybersecurity research.

2. Software and Law

Some have floated the possibility of holding software vendors liable for inadequate security.\textsuperscript{289} This is unlikely, in part because of the way modern law often favors software vendors. For example, courts have enforced contracts that limit what users can do with a software package after purchase.\textsuperscript{290} If a person walks into a store and buys a box that holds a disk that contains software, it seems logical to conclude that the person owns what they are purchasing. However, commercial software is almost universally distributed with detailed EULAs attached, which often: (1) specify that the producer is granting the customer a license to the software; and (2) place limits on what the purchaser can do with the software.\textsuperscript{291} Such clickwrap agreements typically apply the moment the purchaser opens the product.\textsuperscript{292} Thus, restrictive contract terms may limit what researchers can do with purchased software packages.

If a consumer purchases defective software, products liability or negligence litigation may be possible.\textsuperscript{293} However, EULAs often limit civil liability options for software consumers by restricting venue or including mandatory arbitration clauses.\textsuperscript{294} Early attempts to enforce the CFAA explored the
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possibility of using the CFAA to hold software producers liable for bugs, but Congress promptly jettisoned this approach by amending the CFAA to clarify that civil liability for transmission of harmful code did not attach to the manufacturers. In short, imposing legal liability on software vendors for vulnerabilities would likely be an uphill battle. Moreover, as discussed in the following section, software vendors have occasionally used their positions to limit discussion of security flaws.

B. Vulnerabilities

The more lines of code there are in software, the more opportunities there are for bugs. Jay Choi, Chaim Fershtman, and Neil Gandal argue that it would be “virtually impossible” to design vulnerability-free software. They further assert that a firm that develops software has two main approaches to combating vulnerabilities: reduce the number of vulnerabilities, or increase the firm’s likelihood of identifying vulnerabilities before the hackers.

One study estimates that there are between five and fifteen bugs for every thousand lines of code. Not every bug is a security vulnerability, but if even 10% of software bugs are security flaws, and 1% of those have critical security implications, a software package like Microsoft’s Windows 7, with 40 million lines of code, could still have dozens of critical security holes.

Many vulnerabilities are repaired without incident. A report from Secunia indicates that in 2014, 83% of software vulnerabilities had patches available the same day the vulnerability was disclosed. This is a substantial increase from previous years when similar studies found that 70% or fewer of the disclosed vulnerabilities had a patch available the same day. Vulnerabilities that vendors do not patch are left open to exploitation. Even after a vendor patches a vulnerability, users who do not install the patch remain unprotected. Additionally, patches are not perfect: one study indicates that there are bugs in over 10% of security patches.
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Jaziar Radianti, Eliot Rich, and Jose Gonzalez enumerate three stages in the lifecycle of a vulnerability: (1) unknown; (2) manifest; and (3) patched. Leyla Bilge and Tudor Dumitras propose a more detailed timeline for the vulnerability lifecycle. Their findings indicate that the full vulnerability lifecycle, based on the time that it takes for a vulnerability to arrive at the point where it is almost universally patched, may be longer than four years.

A zero-day vulnerability is a vulnerability used before the vendor learns about it. The phrase “zero-day” is often attached to every point in the process. For example, zero-day vulnerabilities are turned into zero-day exploits that are used in zero-day attacks. Depending on the writer, any of these phrases may be shortened to simply “zero days.”

When it comes to modern vehicles, having 100 million lines of code introduces inestimable opportunities for critical security flaws. In 2015, noted technology journalist Andy Greenberg voluntarily submitted himself to a demonstration of the security vulnerabilities in a late model Jeep Cherokee. The demonstration started when he was on the highway ten miles away from the researchers, and quickly escalated out of his comfort zone when the researchers turned off the Jeep’s transmission at seventy miles per hour. After that close call, Greenberg continued with the experiment in a safer environment and received more information about the vulnerabilities. The security researchers, Charlie Miller and Chris Valasek, showed Greenberg how the hack worked. The researchers used a device that was connected to the Sprint network, the same network that Chrysler uses for its UConnect service in Chrysler-made cars, to hack into the Jeep’s UConnect feature and move from there into other parts of the car’s controls.

In our revised approach to describing hacker alignment discussed in Section I.A, Miller and Valasek would probably be considered “neutral good.”
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across the country. They undertook the research of the Jeep Cherokee partially because representatives of the automobile industry did not seem to be taking the threat of car hacks seriously.

Security researchers like Miller and Valasek provide a valuable service and deserve to be compensated for their time and skill. This is part of the reason why many large software companies now offer bug-bounty programs. Unfortunately, many other companies do not offer such programs, and some companies are more likely to sue a researcher who discovers a flaw than pay them. Meanwhile, governments, criminals, and other researchers are looking to buy information that they can use to exploit these types of vulnerabilities. The Internet has enabled the rise of a global market to provide compensation to security researchers when vendors attempt to threaten them into silence. Vendor hostility is not the only motivation for a security researcher to turn to the grey or black markets, but it is the most clearly correctable motivation.

1. Zero-Day Vulnerabilities and Research

So far, the process we have examined proceeds as follows: (1) software has bugs; (2) some bugs are security flaws; and (3) researchers find security flaws. What happens next could follow many paths.

If the researchers are searching on behalf of the vendor, they will notify the vendor, who will decide whether to patch the security flaw. If the vendor patches the flaw, there will typically be an announcement that encourages users to apply updates. Because not all users will update immediately, there is likely to be a surge of exploitations of that vulnerability after an announcement. One study indicates that the attacks using a particular vulnerability may increase by five orders of magnitude after an announcement.

Freelance researchers might offer the bug to the vendor, either for free or for a price. Alternatively, they might choose to sell the information to a vulnerability broker or other market actor, or to use the knowledge towards other security research. The researchers may also opt to demonstrate the vulnerability
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at a conference or during a competition, exploit the vulnerability, or simply do nothing. Because zero days are unknown by definition, detecting and preventing damage is very difficult. Above, we mentioned polymorphic worms as an example of malware innovation that makes it harder for anti-malware measures to detect malicious code. The problem is compounded when the malware is a zero-day polymorphic worm, making it even more difficult to detect and identify.

Researchers are working on ways to defend against zero-day attacks. As noted above, antivirus software works by looking for signatures associated with known exploits. Because zero-day exploits have unknown signatures, defenders cannot use traditional signature-based detection methods. Instead, defenders might utilize monitoring techniques that are host-based or network-based. Network-based methods may look for the type of behavior that is associated with worms. Ratinder Kaur and Maninder Singh have reviewed several network-based approaches and note that all of them have significant weaknesses.

Zero-day events are difficult to observe in the wild. Because of their high value, zero days are often saved for use against a specific target, so they are not often intercepted by honeypots. It is thus difficult to estimate how common they really are. Using historical data, Bilge and Dumitras identified 18 zero days by looking for executable files with known signatures over a four-year period. These were considered zero days because they were announced and patched after the date when they were first detected. In some cases, years elapsed between the zero day appearing on the Internet and the zero day being patched. Of those 18 zero days, 11 were not previously known to have been used prior to the patch being released. Based on their findings, the authors noted that zero days are more common than previously believed. They also acknowledge that their methods failed to identify some known zero days, especially when the known zero
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days were exploited with polymorphic malware or when the exploit was not an executable file.\footnote{Id. at 841–42.}

2. Finding and Disclosing Zero Days

Many security researchers are driven by curiosity and the motivation to improve technology.\footnote{Bambauer & Day, supra note 226, at 1054; Kirsch, supra note 5, at 388; see also Matwyshyn, Speech, supra note 146, at 829.} Taiwo Oriola argues that “legitimate vulnerability research” is ethical and moral, but that malicious research and disclosure are unethical.\footnote{Oriola, supra note 8, at 522.} Unfortunately, the distinction between legitimate and malicious is often blurry, and researcher intentions might not be considered by vendors or courts. In this subsection, we explore a wide range of issues relating to the discovery and disclosure of zero days.

\textbf{a. Legal issues in vulnerability research}

Vulnerability hunters must generally be skilled coders to identify hidden security flaws.\footnote{Fidler, supra note 26, at 24.} Being able to identify vulnerabilities is a morally neutral skill on paper, and discoveries can be used for good or evil. However, even well-intentioned researchers must contend with the implications of violating policies or the law.

Unauthorized security research can run afoul of a variety of laws that protect software. Computer programs are protected by copyright law, and the processes that a program carries out can be protected by patent law.\footnote{See Matwyshyn, Speech, supra note 146, at 807 (observing that computer programs can be treated as text or machine).} Vendors may try to protect their intellectual property from even benevolent security researchers by threatening lawsuits.

Because of the nature of searching for vulnerabilities, these activities might violate reverse engineering provisions of license agreements and are often illegal if the researcher did not have permission to test for security flaws.\footnote{Mary Ann Davidson, Chief Technology Officer of Oracle, caught a lot of criticism from the security community when she made a blog post telling people to stop looking for vulnerabilities in Oracle’s products. See Sean Gallagher, Oracle Security Chief to Customers: Stop Checking Our Code for Vulnerabilities, ARS TECHNICA (Aug. 11, 2015, 7:35 AM), http://arstechnica.com/information-technology/2015/08/oracle-security-chief-to-customers-stop-checking-our-code-for-vulnerabilities/. Although her post was removed within two days of being posted, archived versions are available online—because the Internet never forgets. E.g., Matt Blaze (@matblaze), TWITTER (Aug. 11, 2015, 5:21 AM), https://twitter.com/matblaze/status/631077946338476032 (“Looks like Oracle took down that ‘vulnerabilities: don’t ask, don’t tell’ blog post. But I printed a pdf of the page. [http://www.crypto.com/papers/oracle-blog.pdf].”).} Tools like static code analysis enable security consultants to quickly identify possible
vulnerabilities but may be considered reverse engineering in violation of EULAs.\textsuperscript{343}

In the United States, one available cause of action against security researchers is trespass to chattels, which has been applied in cases of computer trespass.\textsuperscript{344} Through its prohibition on unauthorized access, the CFAA offers a second avenue for suing or prosecuting security researchers.\textsuperscript{345} Vendors can also sue researchers using the Digital Millennium Copyright Act ("DMCA"), which makes it illegal to circumvent access control technology, though there are limited exceptions for encryption research and security testing.\textsuperscript{346} The DMCA also prohibits reverse engineering, except when undertaken to achieve interoperability.\textsuperscript{347} Derek Bambauer and Oliver Day criticize the deleterious effects that such intellectual property laws have on security research and note that such laws can also be wielded to restrict disclosure.\textsuperscript{348}

b. Zero days and the government

The U.S. government has demonstrated significant interest in software security vulnerabilities for a variety of purposes. The Department of Justice, for instance, proposed using zero-day vulnerabilities to enable a search of a suspect’s computer when the location of the computer is unknown.\textsuperscript{349} In 2015, the U.S. government was revealed to be a customer of The Hacking Team, an Italian company that sells sophisticated spyware to national governments.\textsuperscript{350} Rumors also abound that the NSA has ties to a highly sophisticated hacking organization that security experts have nicknamed the Equation Group.\textsuperscript{351}

Information about the use of zero-day vulnerabilities at the NSA came to light when Edward Snowden leaked classified documents in 2013. Some reports indicate that the NSA runs a program called FoxAcid where they store vulnerability and exploit information for use against future targets.\textsuperscript{352} According to leaked documents, the NSA budgeted $25.1 million for the purchase of software vulnerabilities for the 2013 fiscal year.\textsuperscript{353} After the Snowden leak, the Obama
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administration issued a report recommending increased oversight of government use of zero-day vulnerabilities. The future of this recommendation is uncertain, especially after the leak by ShadowBrokers of data allegedly stolen from the Equation Group in 2013.

Many have criticized the NSA’s purchases of zero days as prioritizing intelligence objectives over user and internet security. The use of spyware in law enforcement is another controversial area. Others, however, would likely argue in favor of the covert use of zero days for intelligence or law enforcement purposes because it helps the good guys catch the bad guys. This latter category of arguments is unpersuasive for one fundamental reason: every zero day that is secretly used by a government is one more zero day that can be used against that government’s law-abiding citizens, either by that government or by someone else. The recent large-scale theft of malware tools from an alleged affiliate of the NSA reinforces this conclusion. When ShadowBrokers publicly posted part of the stolen data, affected companies scrambled to fix the newly disclosed zero days that the NSA had allegedly known about for at least three years. The ShadowBrokers dump strengthens our conviction that the hoarding of zero days by any government runs counter to the public interest.

c. Public disclosure

Zero-day discovery and disclosure are clearly volatile in terms of moral and ethical implications, and they also have significant financial ramifications. Zero days are valuable on the open market and are in high demand by both governments and criminal organizations—as long as they remain unknown to others. But zero days are discovered, not created, so there is nothing preventing others from discovering the same information. This aspect of zero days may be one reason why many security researchers prefer to publicly disclose vulnerabilities. By shedding light on the vulnerability, the value of the vulnerability to malicious actors plummets.

One popular method of public disclosure is to announce and demonstrate vulnerabilities at industry conferences. Information security researchers often
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have differences of opinion about zero days, especially the ethics of announcing zero days without giving the vendor a chance to fix it, and of selling zero days to parties other than the vendor. The current prevailing norm is to work with the vendor ahead of time to ensure that the vulnerability is patched before the presentation.

Researchers might use conference demonstrations as a means to prompt remedial action by a vendor who is slow to patch vulnerabilities. Trope and Humes recount a recent incident involving a vulnerability that could affect critical infrastructure systems, where the discovery was promptly disclosed to the Industrial Control Systems Computer Emergency Response Team (“ICS-CERT”), which is a trusted intermediary. However, the vulnerability information was not acted upon for approximately four months. A notification of a planned presentation might have incentivized quicker action.

Another reason why researchers may prefer public disclosure at conferences is the reputation gain from a successful demonstration. Presenting a discovery at a high profile industry conference is an excellent vehicle for researchers looking to rise in their careers. Reputation is practically a currency in the information security field. Being known as the person who discovered a major security flaw might prove as valuable as being paid in legal currency.

As a practical matter, some have argued that any public disclosure of vulnerabilities may be harmful because of the possibility that malicious hackers will use the information, but others argue that disclosure improves security in the long run and that it provides vendors with incentives to fix bugs promptly. Disclosure is thus a double-edged sword, increasing the likelihood of attacks while simultaneously supporting improvements in security. Overall, Bilge and Dumitras find that disclosure to the public is likely more beneficial than private disclosure to vendors. Vendors who discover vulnerabilities in their own products must also weigh the pros and cons of public disclosure. Choi, Fershtman, and Gandal assert that vendors currently disclose vulnerabilities primarily when it would be more efficient to do so.

There is a troubling possibility that public disclosure can lead to more attacks. Researchers have empirically demonstrated that the use of particular exploits rises significantly when vulnerabilities are announced, indicating that
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Hackers stay highly informed about current vulnerabilities. However, the rise in use may also be for economic reasons. In the black markets that facilitate the exchange of contraband like drugs, weapons, and hacking tools, the price for tools exploiting a particular vulnerability plummet when the vulnerability becomes publicly known. If a vendor was previously one of the few people either using or selling a particular toolkit as a zero-day exploit, dropping the price when the exploit is discovered is an economically rational thing to do.

Uncoordinated and decentralized public disclosures may put researchers at odds with vendors, who may seek injunctions to prevent researchers from presenting vulnerabilities at conferences. Planned presentations may also be delayed to allow the vendor more time to fix the problem. In 2009, Juniper Networks barred one of its own researchers from presenting information about a vulnerability that affected ATMs. Exploitation of the vulnerability would allow an attacker to eject money from an ATM. Information about the security flaw was eventually presented in 2010 at the DEFCON information security conference.

Some vendors have attempted to argue that the act of publicly disclosing a vulnerability or exploit is a violation of computer crime law, but no court has officially ruled on this question. In 2008, the Massachusetts Bay Transit Authority (“MBTA”) sued three MIT students to prevent them from giving a presentation at a conference that included information about a vulnerability in MBTA’s ticketing system. The court denied MBTA’s request for a preliminary injunction and remarked that it was unlikely that MBTA’s claim would succeed on the merits, in part because a PowerPoint presentation is not a transmission under the CFAA.

d. Different types of disclosure

Generally speaking, sharing vulnerability information with the affected vendor or a trusted intermediary is almost never controversial. CERT has often acted as a trusted intermediary between vulnerability researchers and vendors. However, such disclosures are not always effective at protecting the public
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interest. Many software vendors allow weeks or months to pass before issuing a patch.\textsuperscript{380}

These delays may often be for business reasons, frustrating security specialists who believe that security should always be the top priority.\textsuperscript{381} Those on the financial side of the business, on the other hand, may have different priorities based on consumers and the market.\textsuperscript{382} By and large, what consumers want is new features and fast releases.\textsuperscript{383}

As noted above, information security conferences often include demonstrations of vulnerabilities. A security researcher who does not disclose directly to the vendor and does not disclose at an industry conference might instead independently report the vulnerability to the general public via the Internet. This type of disclosure was at the heart of \textit{United States v. Auernheimer}, where the defendant exploited a vulnerability in AT&T’s system, thereby obtaining the email addresses of approximately 114,000 iPad owners.\textsuperscript{384} The defendant’s findings were published online. Ethically questionable disclosures might also take place in the marketplace for vulnerabilities that is the primary focus of this Article.

After a vulnerability is found, disclosed, and patched, there remains one significant problem: ensuring that a high enough percentage of users have installed the patch. The Conficker worm is a complex exploit that can disable security protections and other system services.\textsuperscript{385} It first emerged in 2008, when it infected seven million computers.\textsuperscript{386} About 30\% of Windows users did not install the patch that would prevent a Conficker infection.\textsuperscript{387} Fast-forward seven years, and there remain enough vulnerable machines to allow Conficker to reemerge as a significant threat. Conficker is associated with malware used in 20\% of cyberattacks in October 2015.\textsuperscript{388} These exploits may also be assisted by hacking techniques that make hacking tools fully undetectable (“FUD”) or that encrypt the malicious code to prevent detection by antimalware tools.

\textbf{e. Disclosure and the First Amendment}

As noted above, some vendors seek injunctions against researchers who intend to present their findings at hacking conferences.\textsuperscript{389} Security researchers are
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keenly aware of the possibility that a vendor might seek criminal prosecution for the researcher’s activities or assert intellectual property rights to enforce silence. In discussing this quickness to sue security researchers, Bambauer and Day argue that for some vendors, “the perception of security is often more important than security itself.”

Using the law to silence security researchers may violate the First Amendment. A presentation of exploit information is clearly speech, and courts acknowledge that constitutionally protected speech includes computer code. However, the First Amendment is not without limitations, so the scope of the researcher’s right to present findings is unclear. When a vendor attempts to use a court to prevent exploit demonstrations, this raises two significant First Amendment issues relating to how the information was obtained and what the information enables. If the information about the vulnerability was obtained through unlawful means, how strong is the discoverer’s First Amendment right to present that information? Another tricky First Amendment area with vulnerability disclosure concerns the line between unlawful advocacy and information speech.

The right to communicate unlawfully obtained information was addressed by the Supreme Court in 2001 in Bartnicki v. Vopper, which concerned the dissemination of information by a journalist whose source obtained the information unlawfully. Specifically, a radio talk show host played a recording obtained in violation of federal wiretapping law. In Bartnicki, six justices held that even if information was obtained illegally by a third party, the First Amendment protects journalists who disseminate this information when it is a matter of public concern. The Supreme Court has not yet addressed what the outcome would be if the journalist is the party who violated the law to obtain the information. In Dahlstrom v. Sun-Times Media, the Seventh Circuit held that the First Amendment did not shield journalists who violated the federal Driver’s Privacy Protection Act by publishing personal information that the journalists obtained from the Department of Motor Vehicles. The defendant in Dahlstrom petitioned the Supreme Court for certiorari, but this motion was denied.

If the Supreme Court had decided to hear arguments in Dahlstrom, the subsequent decision could have sent shockwaves through the hacker community.
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and the new media, in addition to the news media. If the Supreme Court ruled that the First Amendment protects information that the journalist obtained illegally, this would be good for security researchers because it could limit the ability of courts to grant injunctions against conference presentations when the vulnerability is a matter of public concern.

A second First Amendment issue concerns unlawful advocacy and informational speech. Informational speech cases are tricky in part because some types of information may have beneficial uses as well as harmful uses. Information security conferences attract thousands of security professionals, and most of the people at exploit demonstrations are likely more interested in learning about possible threats than about actually exploiting vulnerabilities for personal gain.

Informational speech issues were especially common in the middle of the twentieth century. During the McCarthy era, the Communist Party of the USA (“CPUSA”) was viewed with hostility, and individuals were famously persecuted for their affiliations with the CPUSA. The Cold War was a period of high paranoia and tense relations with the Soviet Union, and the United States government feared that the CPUSA was working with the Soviet Union. Informational speech was implicated because of the Communist and Socialist writings often kept by party members, some of which advocated overthrowing the government. Documents which were revealed in the 1990s proved that the CPUSA in fact had been aiding the Soviet Union in espionage activities against the United States. Martin Redish argues, however, that even if the threat of espionage was real, prosecutions based on association rather than actual espionage-related activities violated the First Amendment. The prohibition of all hacking activity and hacking speech because some hacking activity is dangerous toes this same line.

A related concern involves unlawful advocacy. Presentations at hacking conferences are typically demonstrations of an exploit, accompanied by explanations. Presenters often omit key information to prevent listeners from reproducing their findings. Even with such omissions, does this constitute unlawful advocacy and incitement of criminal activity? Case law is unclear. In Rice v. Paladin, the Fourth Circuit held that the First Amendment did not shield a publisher from civil liability when it published a graphic and extremely detailed how-to manual about becoming a contract killer. Applying Rice to hacking speech, Matwyshyn suggests that information that is easily accessible and usable by members of the public should receive less protection than more scarce knowledge. But because vulnerability discoveries are scarce knowledge, this supports an argument against a strict application of Rice to exploit speech.

One policy argument against viewing exploit demonstrations as unprotected speech is that exploit presenters discovered something that already
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existed but was unknown. The author of the how-to manual for contract killing did not discover the practices described in the book, but merely consolidated them into a single text. There is a degree of intellectual innovation inherent in exploit presentations that is simply not present in a standard how-to manual, regardless of the subject matter. Because intellectual innovation should be encouraged, outlawing the fruits of the innovation may run counter to the public interest. Additionally, the common practice of omitting essential steps during presentations mitigates the risk of the demonstrated knowledge being used destructively.

3. Vulnerability Markets

As noted above, hacking is essentially an institution with a separate economy. Andreas Kuehn and Milton Mueller note that software vulnerability information has become a commodity.\(^{405}\) Money often changes hands for this valuable information good.\(^{406}\) The moral and ethical foundations of vulnerability markets vary significantly. One vulnerability seller, Netragard, confirms that some buyers purchase vulnerabilities for penetration testing to improve security practices.\(^{407}\) Other intentions are not so harmless.

Paul Stockton and Michele Golabek-Goldman use the familiar black-grey-white color scheme of hacker hats to describe the different kinds of vulnerability markets.\(^{408}\) In this usage, white markets would focus on selling to vendors, while black market trades include at least one party with malicious intent. The grey market falls somewhere in between, with many buyers being national governments.\(^{409}\) Bug-bounty programs are a part of the white market. Hahn and Layne-Farrar evaluate several proposals for improving security and note that bug-bounty programs are “moderately successful and cost effective.”\(^{410}\)

Regardless of market shade, all of the market participants tend to be very secretive about what is being purchased and for how much. The secretive nature of the white and grey markets is often supported by nondisclosure agreements.\(^{411}\) The black market for vulnerability information, especially zero-day exploits, is often buried in “darknet” forums, accessible only through highly secure web browsing methods, where vendors are paid in cryptocurrency.\(^{412}\)
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Digital cryptocurrencies like Bitcoin are very popular on black market sites, where encryption of private messages using personalized encryption keys is the norm. Encryption provides a layer of security for people whose activities are either illegal or likely to attract negative attention. Cryptocurrencies serve a similar purpose by improving security for exchanges of goods and services. Cryptocurrencies are exchanged using cryptographic credentials as validation.

Cryptocurrencies like Bitcoin are decentralized and not subject to regulation in many jurisdictions.

Darknet markets include the now-defunct Silk Road, which was shut down and its founder arrested. Law enforcement continually tries to shut down these markets, but darknet markets are part of a functioning economy. Once shut down, more inevitably pop up in a vicious and never-ending game of Whack-a-Mole. In the context of organized crime, Nora Demleitner notes that if members of an organized crime group are imprisoned, the organization keeps committing crimes. Post-Silk Road darknet markets have a similar behavior, but there, the behavior is based on the decentralized nature of the market, rather than the organized nature of the market. In this way, today’s darknet markets are an example of the success of dis-organized crime.

In the white and grey markets, there are many firms that operate as intermediaries between discoverers and those who would use the information. These vulnerability brokers often operate openly, though information about pricing and buyers is often closely held. Professor Rainer Böhme notes that many vulnerability brokers offer annual subscription fees that far exceed the amount paid for an individual vulnerability. The white market includes vulnerability brokers like TippingPoint who focus on disseminating the information to software vendors so that the flaws can be fixed.

Other vulnerability brokers focus on selling exploits and refuse to share their knowledge with vendors. This side of the business can be rough. The CEO of Endgame, a former seller of exploits, is quoted as saying, “The exploit business
is a crummy business to be in.”

Some sellers, however, seem perfectly comfortable in the legally grey environment of exploit sales. Vupen is a French exploit firm that is widely disparaged in security communities, but this has not been a deterrent. Vupen’s founder, Chaouki Bekrar, recently founded Zerodium, a new firm that focuses exclusively on high-end exploits.

Grey market exploit vendors often sell to research firms, governments, and defense contractors. For everyone else, including those engaged in organized crime, there is the black market. Black markets thrive when there is a demand for goods or services that cannot be sold in the open market. Prices in the black market are also often higher because the seller is risking more by selling in that market than he or she would by selling in a legitimate market.

Sellers of vulnerabilities on the black market typically either follow a purchase model or a hacker-for-hire model. Black market forums on the darknet are governed by a variety of internal rules and norms, including harsh condemnation of sellers who scam buyers. In lower level markets, buyers are often interested in spam, phishing tools, and credit card numbers. Sales of zero-day exploits are mainly observed in more sophisticated markets.

Currently, the market for software vulnerabilities is unregulated, unstructured, decentralized, and lacks transparency in almost every important area. Bambauer and Day note that the software vulnerability market’s flaws include high transaction costs and informational asymmetry. The Arrow paradox also complicates matters: because vulnerabilities are an information good, it is impossible to ensure exclusivity of the knowledge being purchased. This lack of exclusivity is a problem for both buyer and seller: sharing the information to establish its value also destroys its value.
Zero-day sales are especially tricky because of potential timing issues.\textsuperscript{434} Charlie Miller recounts a personal experience where he had almost completed a sale when the vulnerability was patched.\textsuperscript{435} With no more zero-day value, the sale fell through.

Vulnerability sales often require proof of concept, in which case the seller will have to build a working exploit.\textsuperscript{436} At that time, the seller is faced with another choice because he or she now has the start of a product, the exploit, which could demand a high price on the black market.\textsuperscript{437} Black markets for exploits emerged long before legitimate vulnerability markets, and early market participants often traded exploits among themselves for no payment other than prestige.\textsuperscript{438}

Vulnerability markets have not been examined extensively in the current academic literature. Attempts to explore this topic have often focused on theoretical approaches for designing a legal market, economic modeling, or direct observation.\textsuperscript{439} Some observational research into black markets and zero-day exploits has examined popular exploit archives, communications in IRC channels, and the appearance of virus signatures in executable files.\textsuperscript{440}

4. Vulnerability Market Regulation

In the aftermath of cyber events like Stuxnet, the Target breach, and the OPM hack, Congress has taken steps towards regulating cybersecurity.\textsuperscript{441} The U.S. government has benefited from the market for zero-day vulnerabilities, but policymakers cannot continue to ignore the market’s harmful effects.\textsuperscript{442} Currently, the discovery, development, and sale of vulnerabilities and exploits is morally and ethically grey at best. Future vulnerability market regulations should address a way to verify that market participants are behaving ethically.\textsuperscript{443}
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Matwyshyn notes that one possibility is that Congress will prohibit the sale of all exploits for national security reasons, which could have harmful effects for security vulnerability research.\textsuperscript{444} Criminalizing the market would have the greatest effect on sellers, who might shift to a legitimate market if one is available,\textsuperscript{445} or they might go deeper into the black market and raise their prices. Widespread adoption of export controls like the Wassenaar Arrangement could have similar effects. With their legal options limited, freelance security researchers might choose to end their research or enter the black market. Kirsch recommends that any potential regulations recognize and legitimize the beneficial effects of the activities of grey hat hackers.\textsuperscript{446}

As noted above, the current legal market for vulnerabilities is decentralized and unregulated. Radianti, Rich, and Gonzalez designed a simulation model to explore how the legal–illicit market duality will develop in the long run.\textsuperscript{447} Their findings underscore the need for some type of regulation, internal or external. Consistency in the market will be vital. According to their model, if vendors learn about vulnerabilities through the legal market, and do not consistently fix these flaws, software security and quality could be even worse than they would be in the absence of any legal vulnerability market.\textsuperscript{448} Thus, any legitimate vulnerability market must receive the full cooperation of software vendors.

In their research, Choi, Fershtman and Gandal considered the possibility of mandatory disclosure requirements for vendors once they learn about vulnerabilities through bug-bounty programs.\textsuperscript{449} This approach might increase the incentive to promptly fix vulnerabilities, but regulators would need to establish a disclosure level that is adequate for persuading users to install patches without providing so much information that malicious hackers can reverse engineer an exploit based on the disclosure.

To encourage responsible participation in vulnerability markets, some scholars have proposed some type of immunity. Bambauer and Day, for example, recommend granting researchers immunity from intellectual property litigation if they follow a responsible disclosure model.\textsuperscript{450} One of the requirements their proposal would include is a prohibition on weaponizing the vulnerability,\textsuperscript{451} but this may prove difficult because proof-of-concept demonstrations are important for buyers. If the concept of weaponization is defined as including something more than creating a basic exploit demonstration, it will be much easier to adhere to this requirement. The end goal of Bambauer and Day’s recommendation is to make using the black market less appealing,\textsuperscript{452} which is also a goal of this Article.
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Bambauer and Day suggest employing a trusted third party to act as a coordinator for vulnerability deals, a possibility that we examine in more detail in Part IV.

Other suggestions for regulating the vulnerability markets have included proposals for a “cap and trade” system for vulnerabilities or imposing export restrictions. Export restrictions are currently the most likely development in the present legal environment. The Wassenaar Arrangement, a voluntary international export control regime, was recently amended to include intrusion software. Fidler notes that malware and zero days were not the original target of the changes to the Wassenaar Arrangement. Instead, these changes were focused on products like the surveillance software that the firm Hacking Team sells to governments.

However, the zero-day market might still be affected, depending on how adopters implement the new recommendations. In 2015, the Bureau of Industry and Security (“BIS”) at the Department of Commerce issued a proposed rule for implementing the Wassenaar Arrangement. The proposal by BIS would impose license requirements for the export of technology relating to intrusion software. Because exploits are often integral in intrusion software, this could easily encompass the market for zero days. Many members of Congress and the security industry have expressed opposition to the proposed rule, warning that it would hurt security research. In response, BIS posted an open letter in which U.S. Secretary of Commerce Penny Pritzker states that the United States has proposed eliminating “the controls on the technology required for the development of intrusion software.” If such changes are implemented, the restrictions would still apply to intrusion software, but not to the dual-use upstream research that contributes to intrusion software.

The CFAA is a frequent guest in discussions of domestic vulnerability market concerns. Some scholars would narrow the CFAA by crafting a definition
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of “authorization” to address current ambiguity and potentially allow more leeway for beneficial security research. Others would instead add new provisions to the CFAA to broaden it. Because of the sensitivity of critical infrastructure, Stockton and Golabek-Goldman propose amending the CFAA to criminalize the sale of some types of zero-day exploits to terrorists, rogue governments, and other entities adversarial to the United States. They also note that for the proposed changes to be effective, the United States should have the ability to prosecute foreign researchers who sell exploits to governments hostile to the United States. Extra-territoriality issues must be considered carefully, however, and when neither buyer nor seller is located in the United States, it is unclear if a nexus to this country is present if there is merely a possibility that an exploit could be used against the United States.

Some scholars have proposed that regulations might focus on creating more-secure code. Stockton and Golabek-Goldman’s proposal would emphasize software used by critical infrastructure. Matwyshyn, drawing from the common law, proposes a reasonable expectation of code safety to address informational asymmetry.

In this Article, we present a new model for regulating the vulnerability market. Our ambitious proposal would increase pricing transparency, facilitate exchanges between vendors and sellers at a fair market price, and provide an institution that promotes and contributes to innovative security research. In shaping this proposal, we drew from analogous market models, which is the subject to which we now turn.

III. CYBERSECURITY AND DIFFERENT MARKET APPROACHES

In the previous parts, we focused on the technology and policy issues relating to information security, software, and the vulnerability market. In this Part, we will examine other types of markets, both legal and illegal, that provide inspiration and support for our proposed vulnerability market model.

A. Regulated Financial Markets

The first type of market we explore is financial markets, where investors make or lose millions. Financial markets may be based on many different financial instruments. The trade of financial instruments enables the creation of wealth or the shifting of risk, or both. Securities are a category of financial instrument, which includes stocks. In the stock market, a company that needs to raise money can sell stock to investors. Selling stock provides the company with capital; the
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purchasers then bear part of the risk that the company could fail—but they also reap part of the reward if the company succeeds.

Another broad category of financial instrument is the derivative; so called because the contracts derive their value from some underlying asset. Derivatives are primarily categorized as either options or forwards.

Stock options are a common form of option that many employees encounter as part of their benefits. When a company issues stock options to an employee, he or she has the option, but not the obligation, to purchase company stock at an agreed upon price—the “strike price.” If the strike price is less than the market price, the employee has profited as soon as she exercises the option. If the strike price is higher than the market price, on the other hand, the stock option is worthless.

Forwards are sales contracts for future delivery. These are unlike spot contracts, which are settled immediately. Futures are forward contracts that are traded in exchanges instead of between private parties. Futures contracts allow parties to mitigate price risks, and the trading of futures also serves a price-discovery function for the spot market. Lots of information is contained in the price of futures contracts.

This characterization of prices as vehicles for information comes from the work of Nobel-Prize-winning economist Friedrich Hayek. The price signals many things to purchasers and enables them to more efficiently allocate resources. When a price increases, consumers do not know whether that increase is due to lower supply or higher demand. They just know that they have to economize their use of the resource, either by using less or by putting what they have to a more profitable use. Hayek praises the price system because it leads to consumers making the more desirable decision without being told why the


472. Karol, supra note 470, at 195.


474. Karol, supra note 470, at 196; Quetsch, supra note 471, at 904.

475. Quetsch, supra note 471, at 899.

476. Karol, supra note 470, at 196.


479. Hayek, supra note 478, at 525.

480. Id. at 526.
decision is desirable.\textsuperscript{481} Hayek’s theory of prices views the price system as facilitating “a coordinated utilization of resources based on an equally divided knowledge.”\textsuperscript{482}

Careful research goes into estimating which way a particular futures market is going to move, and this research adds new information that can contribute to price discovery.\textsuperscript{483} This is a way that the futures market can influence the spot market.\textsuperscript{484} Timothy Lynch refers to part of the informational benefit as “information arbitrage.” If an investor has knowledge that the current price does not take into account, the terms of that investor’s derivatives contract signal to the marketplace that there is additional information that other investors should consider.\textsuperscript{485}

Investors often use futures contracts to trade commodities. Under U.S. law, a “commodity” is defined to include goods, services, and interests that may be subject to contracts for future delivery.\textsuperscript{486} This legal definition also identifies over two-dozen specific agricultural products as being commodities. If a trade involves a commodity falling within this definition, the trade likely falls within the jurisdiction of the Commodity Futures Trading Commission (“CFTC”).\textsuperscript{487} However, some things that meet this definition of commodity, like economic indexes, may be exempt from CFTC jurisdiction.\textsuperscript{488}

An investor in the futures market may be either hedging or speculating.\textsuperscript{489} Hedging generally refers to the practice of balancing the party’s own risk,\textsuperscript{490} because the party is actually purchasing or selling the good subject to the futures contract. The commodity futures market originally developed to enable farmers to hedge against the possibility that a future harvest will be poor.\textsuperscript{491} Speculating refers to the practice of investing without an intended connection to the underlying commodity.\textsuperscript{492} Bernard Karol describes this dichotomy by explaining that the goal of a hedger is to reduce risk, while the goal of a speculator is to acquire risk.\textsuperscript{493}
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Michael Greenberger notes that speculators play a vital role in futures markets because speculation ensures that the market has sufficient liquidity. A speculator might sometimes act as a middleman. Consider a corn farmer. Last year, the price of corn dropped to $3 a bushel. This year, the corn farmer knows that she needs at least $4 a bushel to make a profit. A speculator who believes that the price of corn will be $5 a bushel might agree to buy the farmer’s corn for $4 a bushel. The speculator then enters into another contract to sell the corn at $5 a bushel to a cereal maker. At harvest time, the market price is $5 a bushel. The speculator has a profit, the ultimate buyer acquired the corn at market rate, and while the farmer does not get the extra $1 per bushel from that contract, she was nonetheless protected against the risk that the price would be too low to make a profit.

The trade of financial instruments can be facilitated by exchanges and clearinghouses. An exchange is the marketplace where financial instruments are traded. Clearinghouses are the intermediaries that ensure the trades are settled. Yesha Yadav notes that clearinghouses also support the stability of the exchanges and improve market efficiency.

Derivatives can lead to profits for investors, and as noted above, may also facilitate price discovery. Third parties like brokers, researchers, and exchanges also benefit from trades. However, there are many negative sides to derivative markets. Derivatives are sometimes characterized as a zero-sum game, because one person’s successful deal relies on another person’s deal failing. Derivatives can also increase systemic economic risk. Before 2008, the average person likely had never heard of a credit default swap or a credit derivative. When the housing market collapsed, the risks of overusing derivatives became very clear.

Purely speculative derivatives are often looked at with a skeptical eye. Lynch argues that such contracts reduce social wealth, increase moral hazard, and are economically irrational. In Lynch’s view, purely speculative derivative contracts are not about risk shifting, but in fact “create risk where no risk existed before.”
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It was in 1995 that a single rogue trader’s bad choices and bad luck with speculative derivatives destroyed Barings Bank, the British merchant bank that financed the Louisiana Purchase. Subsequent to this, Steven McNamara suggests that derivatives contributed significantly to the environment of uncertainty that ultimately drove the Wall Street powerhouse Lehman Brothers into bankruptcy. Speculative derivative trading is also the downfall of the antagonists in the 1983 film Trading Places.

The Commodity Exchange Act (“CEA”) imposes limits on excessive speculation in commodity markets, though a loophole concerning swaps markets has enabled traders to avoid these limits. Under the CEA, excessive speculation occurs when commodity contracts cause “sudden or unreasonable fluctuations or unwarranted changes in the price of such commodity.” Scholars have criticized excessive speculation in markets for derivatives. Greenberger, former Director at the CFTC, identifies excessive speculation in oil futures as the cause of record high oil prices in 2008. He warns of the unsupported price changes that may occur if too many people are betting on the direction that the market will move without possessing the commodity. While the true cause of the volatility of oil prices is still debated, in 2012 Greenberger testified before Congress that the amount of oil being traded in contracts was 33 times greater than the worldwide oil supply.

Markets for some commodities operate relatively independently of other financial markets or exogenous factors. With other commodities, future prices can be anticipated based on information about other aspects of the market or
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The price of frozen concentrated orange juice on the futures market, for example, is strongly related to the weather in Florida. Wars can affect availability and therefore the price of commodities as well.

Having inside knowledge of the determining factors can enable insider trading in the futures market. While insider trading is prohibited by the SEC, it is the CFTC that has regulatory authority over most futures contracts, and until recently the CFTC only prohibited insider trading by market professionals and CFTC employees. A statutory ban on a specific type of insider trading was added by the Dodd-Frank Act in 2010. Called the “Eddie Murphy Rule,” Section 746 of the Dodd-Frank Act bans traders from knowingly using insider information obtained from non-public government sources. The CFTC urged the adoption of this rule based on concerns about the type of crop report leak that drove the subplot of Trading Places.

B. Markets for Ideas

In Section III.A, we explained the Hayekian approach to prices that views prices as being generated through the consolidation of information. The concept of information markets builds on these principles. Information markets deal in ideas, not goods. The theory is that consolidating large amounts of information from investors can provide accurate predictions for real world events. These predictions are reflected in the market price for the contract as the relevant events unfold. Beville’s research team focuses on the potential of information markets to track systemic economic risk and potentially mitigate future economic crises.

Participants in information markets have fundamentally different motivations from people trying to reach a decision through deliberation. When a person is arguing a position, she wants to convince others that he or she is correct. When an investor is participating in a market, he or she wants to be objectively.
correct. This subtle distinction is the line between learning everything that supports her argument and studying all of the information available. Information markets provide incentive for participants to share all information, instead of just the information that is relevant to their individual interests.

Depending on implementation, a market for information security vulnerabilities could be an information market. Information markets have appeared in many forms, some more successful than others. Since 1988, participants have used the Iowa Electronic Markets (“IEM”) to wager on the outcome of national elections. The IEM has outperformed polls 76% of the time.

In part because of IEM’s success, some scholars have considered how information markets could benefit government agencies tasked with making policy decisions or preparing for natural disasters. The Hollywood Stock Exchange was another successful and accurate information market that allowed investors to predict box office returns and Oscar nominations. Internal information markets can also benefit businesses by encouraging uncensored and anonymous evaluation of the company’s activities.

Information markets might trade in play money or real money. The Hollywood Stock Exchange, for example, used play money. In 2011, an entrepreneur promoted BeeWise, a software vulnerability event futures market that also used play money. The IEM uses real money, but participants can invest no more than $500.

Information markets do not always work, however. Powerful speculators could potentially manipulate these markets. Some topics are not appropriate for information markets because the market participants would not have enough knowledge. An information market may also fail if there are not enough market participants.

Sometimes, the failure is because of public interest concerns. The Defense Advanced Research Projects Agency (“DARPA”) proposed the Policy
Analysis Market as an information market that would focus on national security matters. The plan was to make the market only available within federal agencies like the FBI, but then the media got wind of DARPA’s proposal. The Policy Analysis Market was painted as a futures market for terrorist attacks, causing its political feasibility to plummet. Then-Senator Byron Dorgan called it “morally bankrupt” to turn international politics into something people could bet on.

Regulatory concerns also limit the proliferation of information markets in the United States. Some of these concerns are related to the similarities between information markets and gambling, with some opining that the Unlawful Internet Gambling Enforcement Act of 2006 (“UIGEA”) may apply to information markets. If the UIGEA does not apply to information markets, the CFTC will likely have jurisdiction over event futures trading. The CFTC prohibits the trade of contracts relating to terrorism, war, other unlawful acts, or matters contrary to the public interest. The CFTC began exploring event contracts in more detail in 2008, but to date there has been no proposed rule.

The development of a new information market could face significant regulatory costs. One option is for the new market to seek a no-action letter from the CFTC, or to fold itself into an existing exchange. Academic markets like the IEM continue to be well received by the CFTC. In October 2014, the CFTC granted “no-action relief” to permit a university in New Zealand to proceed with plans to make an academic, nonprofit event contract market open to participants from the United States without having to comply with the CEA. On the other hand, when North American Derivatives Exchange (“NADEX”) proposed adding for-profit political futures contracts to their services, the CFTC found that such contracts “involve gaming and are contrary to the public interest.” NADEX is, however, approved by the CFTC to trade economic event options.
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The CEA defines a commodity as “all services, rights and interests in which contracts for future delivery are presently or in the future dealt in.”\(^550\) Goldberg argues that this definition of a commodity is broad enough that it could cover contracts in a political prediction market.\(^551\) The CFTC’s recent actions concerning NADEXX and the university in New Zealand support this.

Trade Exchange Network (“TEN”) and Intrade,\(^552\) two firms that trade in binary option event futures contracts, recently challenged the CFTC’s jurisdiction.\(^553\) The event futures traded through the services included predictions about climate change and the unemployment rate in the United States at a particular future date.\(^554\) Options would be purchased as either put options, which would pay out if the event does not occur, or call options, which would pay out if the event does occur.\(^555\) The binary nature of the options meant that if an investor bought a put option, and the event did occur, the investor would get nothing.\(^556\) The court held that such options fell within the CFTC’s jurisdiction.\(^557\)

**C. Risk Shifting**

Risk shifting is very important to the economy. Kenneth Arrow notes that if individuals are unable to buy protection against uncertainty, this reduces social welfare.\(^558\) Jens Grossklags, Benjamin Johnson, and Nicolas Christin focus on the price of uncertainty, which they define as the difference between the maximum payoff expected in two different environments: one with complete information, and one with incomplete information.\(^559\) When a party wants to avoid a risk, there is a net benefit to societal welfare when the party can pay a premium to have someone else take on part of that risk.\(^560\) As long as the premium paid is less than the expected loss if the risk occurs, the risk-shifting decision is economically rational.

Any insurance provider, regardless of what they insure, enables their clients to hedge against adverse occurrences by shifting part of the risk to the insurer. Life insurance plans are not issued because somebody wants to die. They are instead hedging against the possibility of death so that their family will not be left without any support if a tragic event occurs. Of course, insurance covers much
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more than life and death. Paying premiums for health insurance allows individuals to hedge against the risk of future catastrophic medical costs. Commercial General Liability policies allow business owners to hedge against the risk of future events that could harm their business. Drivers hedge against the risk of future accidents by paying for automobile insurance.

Financial markets for derivatives are similar to the insurance industry in that they both involve risk shifting.\(^561\) Arrow characterizes insurance as a risk-shifting mechanism that effectively involves parties placing bets on the state of nature.\(^562\) The premiums collected by insurance companies are designed to reflect the insurer’s risk exposure.\(^563\) Christopher Chen argues that the duties of good faith and disclosure found in insurance law could also be found in other areas driven by risk shifting, namely the market for derivative contracts.\(^564\)

The market for computer security works in similar ways. Computer users install anti-malware tools to mitigate risk. If this is not enough, cyber insurance allows further risk shifting.\(^565\) The problem of determining appropriate premiums is a very difficult one, however, because risk in the cybersecurity context is often very broad and unpredictable, making it difficult for insurers to maintain balanced portfolios.\(^566\) Part of this may be due to the current market for cyber insurance. Recent data indicate that less than a third of companies carry cyber insurance policies.\(^567\) As demand grows, the business model for cyber risk shifting will mature.\(^568\)

When two parties exchange their respective risks, information is vital because each party wants to know how much risk he or she is accepting.\(^569\) One of the dangers of risk shifting is that it can create a moral hazard for the party with more knowledge and more ability to avoid the risk.\(^570\) A party with superior information about a transaction can often reap greater benefits by selectively withholding information.\(^571\) Arrow cites this moral hazard problem as a reason for personal property insurance being limited to the value of insured goods—it would not be wise to create an incentive to destroy things for the insurance money.\(^572\)
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Yadav notes that in financial markets, clearinghouses serve a risk-sharing purpose, which may inadvertently provide market participants with an incentive to make reckless trading decisions. Similarily, Anderson and Moore note that when financial fraud laws in the United Kingdom favored banks and placed high burdens on customers to establish fraud, bank staff often behaved carelessly, leading to more fraud. Informational asymmetry is therefore extremely important to consider when evaluating a potential risk-shifting regime.

D. Markets for Illicit Goods

In this Section, we consider other illegal or legally ambiguous markets and the elements of criminality that underlie them. At the time of this writing, trading in software vulnerabilities is still a legally grey area, with the trade being considered appropriate or illicit mostly based on the motivations of the buyer. We posit that there is inelastic demand for zero days and other vulnerabilities. As long as countries, competitors, and criminals want to use computing technology to have an advantage over someone else, there will be a market for vulnerabilities. Scholars have noted the possibility that some aspects of the vulnerability trade could be criminalized. Unfortunately, history shows that criminalizing transactions for goods that have an inelastic demand often backfires.

Igor Dubinsky notes that when a good or service is prohibited, criminal organizations emerge to provide that good or service. The value of the good or service is then tied to the organization’s skills at secrecy, rather than the quality of the product. As the cost of avoiding detection increases, the cost of the product increases, and the more dangerous the market can potentially become. Nora Demleitner argues that as a result of this, the laws against these practices may actually make these problems worse.

Organized crime thrives in an environment where there is inelastic demand for a product or service that is prohibited by law. Herbert Packer refers to laws against goods or services with inelastic demand as imposing a “crime tariff” that benefits entrepreneurs who are willing to risk being caught. Even when there are competitors in the same illegal market, criminal organizations are likely to cooperate with each other and divide up territory, rather than allow conflicts to escalate into violence and increase everyone’s chances of being caught.
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The Prohibition era is a classic example of organized crime thriving in the face of laws prohibiting goods for which there is inelastic demand. Prohibition of alcoholic beverages changed things in unexpected ways. During Prohibition, regard for organized crime was sometimes closer to respect than fear. Speakeasies replaced saloons, other drugs became more popular, and the illicit market for alcohol emphasized more efficient sources of alcohol, like whiskey, instead of beer. There were fewer deaths from cirrhosis during Prohibition, but more deaths caused by alcohol poisoning. This shift from less-risky to more-risky behavior by users is also seen in other illegal markets. When marijuana laws started to be more strictly enforced, the drug market shifted to more potent and dangerous drugs like cocaine.

There are also thriving markets for nonrenewable illicit goods other than zero days. The sale of conflict diamonds is an example of such a market that harms social welfare. During the civil war in Sierra Leone, the rebels of the infamously brutal Revolutionary United Front were largely funded by the diamond trade. In the vulnerability market, the biggest concern is often the motivations of the buyer, not the seller. Both markets, however, could be improved by greater transparency and incentives that reward socially beneficial behavior when making market transactions.

Cybersecurity and archaeology seem to have little in common, but unearthing zero days and ancient artifacts both take special skills. There are also ill-intentioned market players in both fields who would take advantage of these discoveries to generate a profit. The sale of antiquities looted from archaeological sites is a well-organized business that has been examined by many scholars. In the illicit market for antiquities, profits are higher and penalties are lighter compared to the narcotics trade. Patty Gerstenblith notes that looters may be paid $4 for a cuneiform tablet that is thousands of years old, and the purchaser could then sell the tablet for hundreds or thousands of dollars.

Past attempts to regulate the antiquities market have included export controls and laws that make an artifact the property of the country where it was discovered. Lisa Borodkin argues that reducing the economic incentives that support the antiquities trade would be an effective regulatory approach, and suggests creating incentives for looters to record their findings with the
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government rather than selling to smugglers. An analogous approach in the vulnerability market would emphasize incentives for discoverers to disclose vulnerability information to the owner of the code.

With the right incentives, a criminal organization may mature into a legitimate organization, like how organized crime families in the United States invested Prohibition profits into the development of Las Vegas. Dubinsky notes that at some point, it becomes more profitable for criminal organizations to become legitimate, and argues for flexibility in the law to assist this transition. This is especially likely to happen when the law does not punish the reallocation of illegally obtained funds towards legal ventures. Providing smaller actors in the market with more legal opportunities for work can also weaken illicit markets. For example, Borodkin suggests that the subsistence looters who take artifacts from archaeological sites could be employed and retrained to help find and preserve artifacts instead of selling them to smugglers. This is the same type of evolution that has taken thousands of mischievous teenaged hackers and turned them into successful information security professionals.

IV. BUILDING A THRIVING VULNERABILITY MARKET

Market participants must work together for there to be a chance of an effective vulnerability marketplace. In exploring the need for collaboration between market participants, Yadav draws a comparison to the game theory model of the stag hunt. In the stag hunt game, catching the stag requires players to work together. A quicker outcome would be for the players to go their own ways and each hunt rabbits, leading to everyone having a small reward instead of sharing a huge reward. In our proposal, the “stag” is a transparent, vibrant marketplace for vulnerabilities that improves social welfare by increasing security. Individual vulnerability sellers who chase rabbits may have a few sales, but as Miller noted, individual attempts to sell vulnerabilities and exploits can dissolve quickly due to unpredictable factors. Moreover, by not chasing the stag, sellers are reducing the chance of success for everyone else.

At the center of our proposal is the clearinghouse that serves as the intermediary between buyer and seller. Many scholars have addressed the need for a trusted third party in the vulnerability market. One of the strongest arguments for having a trusted intermediary is the Arrow Paradox. Arrow observed that
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when information is the source of value, disclosing the information essentially destroys the value. In the context of vulnerability markets, this plays out in the negotiations between buyer and seller. The seller is faced with a dilemma—how to establish the value of the information during negotiations without inadvertently giving the information away. A trusted intermediary can provide the solution.

The goal of our proposal is to provide a foundation for a well-functioning, rational marketplace for vulnerabilities, especially zero days. First, we address the type of incentives that might persuade sellers to participate in a vendor-focused marketplace instead of chasing rabbits. We then explain our proposed vulnerability market.

A. Crowding Out the Harmful Markets—An Economic Proposal

Ultimately, a legitimate vulnerability market’s success depends on its ability to displace enough black and grey market transactions. Traditional wisdom tells us that if the chance of getting caught is small but the possible penalty is severe, actors may be deterred from committing a crime. On the other hand, even if the chance of getting caught is high, a sufficiently high reward could tempt a rational actor into illegal activity. As noted by Dubinsky, organized crime syndicates are likely to consider bribery costs and other factors when deciding whether to expand their operations. The likelihood of committing a given crime is therefore directly related to the expected reward, and inversely related to the chance of getting caught times the possible penalty. The variables used in our analysis are provided in the table below.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_B$</td>
<td>Likelihood of Sale ($S$) on the black market</td>
</tr>
<tr>
<td>$S_G$</td>
<td>Likelihood of Sale ($S$) on the grey market</td>
</tr>
<tr>
<td>$S_W$</td>
<td>Likelihood of Sale ($S$) on the white market</td>
</tr>
<tr>
<td>$R_B$</td>
<td>Reward ($R$) on the black market</td>
</tr>
<tr>
<td>$R_G$</td>
<td>Reward ($R$) on the grey market</td>
</tr>
<tr>
<td>$R_W$</td>
<td>Reward ($R$) on the white market</td>
</tr>
<tr>
<td>$J$</td>
<td>Likelihood of being caught (black market)</td>
</tr>
<tr>
<td>$P$</td>
<td>Penalty if caught (black market)</td>
</tr>
<tr>
<td>$V$</td>
<td>Visible recognition</td>
</tr>
</tbody>
</table>

Table 2: Variables.
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Our first concern is the black market for vulnerabilities. The likelihood of sale on the black market ($S_B$) would be influenced by the likelihood of being caught ($J$), the penalty if caught ($P$) and the reward if the sale is completed ($R_B$). The function can be visualized as follows:

$$S_B = f(R_B - JP)$$

If the crime is to sell vulnerabilities and exploits on the black market, then the likelihood of engaging in that activity will go up as the possible reward goes up, and down as either the chance of getting caught goes up or the possible penalty goes up.

Proposals to regulate and deter harmful vulnerability markets are likely to focus on increasing either the likelihood of getting caught or the possible penalties. However, as the history of illicit economic industries shows, actors in an illegal business often simply increase prices when their risks increase, especially if there is inelastic demand. Accordingly, if regulators only focus on punishment for selling vulnerability information on the black market, the suppliers can simply raise their prices as a “crime tariff.”\(^{604}\) In this way, participation in the black market remains at an equilibrium, and those who are successful actually see their profits increase as a result of government intervention. This is an especially significant risk with vulnerability markets. In these markets, there is a total lack of transparency in terms of pricing, so suppliers can afford to make their prices entirely dependent upon their levels of risk, such that the prices go up when their risks go up:

$$R_B = f(JP)$$

By considering this likely effect of more regulation, we see that the variable that we should try to influence is the reward—the market price of the vulnerabilities and exploits being sold on the black market. This can be accomplished indirectly by establishing fair market prices in legitimate markets.

Focusing on the reward is even more important in the case of sales to grey markets. Because governments are often buyers on the grey market, enforcement in these markets is likely to be less strict, creating a more direct relationship between the likelihood of selling in the grey markets ($S_G$) and the possible reward ($R_G$).

$$S_G = f(R_G)$$

Due to the reduction in risk, the likelihood of selling in grey markets is already higher than the likelihood of selling in black markets. Meanwhile, the higher reward in grey markets compared to white markets makes grey markets more attractive to all but the most altruistic security researchers. It thus is advisable to increase the reward available in the white market ($R_W$).

Even if the reward in the white market is increased, the white market is currently inconsistent and unstructured. For example, many vendors do not offer bug bounties. Because of the inconsistency of vendor-focused markets, black and...
grey markets are often more accessible than white markets. Accordingly, a market should be designed with consistency concerns in mind in addition to rewards.

Another factor that might make white markets more appealing to security researchers is prestige. The lack of transparency in the current vulnerability market system makes it difficult for security researchers to be adequately recognized. Adding some type of recognition or prestige element \( V \) to the transparent white market could increase the likelihood that researchers will choose to sell in the white market. Thus:

\[
S_W = f(R_W) + V
\]

When organizations obtain vulnerability information and exploits with the intention of using them and not disclosing them to be fixed, every average computer network and user is left at risk. This is partially due to the nonexclusive nature of vulnerabilities. Purchasing the vulnerability does not prevent the seller from disclosing it, nor does it prevent others from discovering it. If a government purchases a vulnerability to use, one has to wonder whether someone else might have also discovered that vulnerability. And if they have discovered the vulnerability, what if they want to use it against that government’s citizens? Under these facts, it would seem that disclosing and patching are more socially desirable than saving vulnerabilities for later use.

The end goal of our proposal is to make the white market more attractive to security researchers who might otherwise sell their findings on the black or grey markets. The likelihood of selling on white markets \( S_W \) should therefore be increased so that:

\[
S_W > S_G > S_B
\]

This will require several elements. The white market must be consistent between vendors, the barriers to entry for the market must not be too high, and the rewards should be high enough to sufficiently compensate security researchers for their expertise, with these prices being determined in a fair and transparent manner.

This reasoning is the foundation for our vulnerability market proposal. A uniform market to facilitate transactions with vendors would address the current inconsistencies found with bug-bounty programs. To optimize consistency, vulnerabilities should be priced based on severity tiers. The severity tiers, in turn, would be determined based on elements including: (1) the number of users affected by the security flaw; (2) the type of users affected by the security flaw—e.g., businesses, critical infrastructure, and individuals; and (3) the severity of the security flaw. The tier price would provide a starting point for negotiations between the buyer and the seller. The Common Vulnerability Scoring System
 (“CVSS”) could be applied towards tier determinations.\textsuperscript{605} CVSS is also currently used in the National Vulnerability Database (“NVD”) maintained by the NIST.\textsuperscript{606}

Demleitner observed that following Prohibition, many members of the American mafia invested in developing Las Vegas, using profits from illegal activity to support their entry into the legitimate marketplace.\textsuperscript{607} Kirsch suggests providing grey hat hackers with a safe harbor under the CFAA,\textsuperscript{608} and we echo this recommendation. If a security researcher were risking federal prosecution by introducing vulnerabilities into our proposed white market system, this would create a substantial barrier to entry. Instead, security researchers could be assured qualified immunity for transactions within the transparent marketplace. The development of this market would thus require the participation of regulators in addition to the private sector.

Criminal laws and export restrictions increase costs for buyers and sellers, but they do not affect the available rewards. Our proposal targets the reward element of vulnerability market decisions, with the ultimate goal being to improve the competitiveness of all types of rewards for vendor-oriented vulnerability transactions.

\textbf{B. Vulnerability Derivatives}

The exchange of vulnerabilities and exploits is at the core of our proposal. To support this exchange, we envision a financial market that exclusively focuses on computer security. At the center of this market is a clearinghouse to manage trades. The exchange and clearinghouse would operate as nonprofits dedicated to the improvement of computer security. Fees would support the operation of the market, and excess revenue would be invested into research. Our theoretical market builds on Professor Böhme’s 2006 proposal for exploit derivatives.\textsuperscript{609} Unlike Böhme’s exploit derivatives market, which would focus on security events, our market would focus on tiers of security risks.

Our tiers would be based on the CVSS factors currently used in the NVD.\textsuperscript{610} Vulnerabilities in the NVD are labeled according to whether they are low, medium, or high severity.\textsuperscript{611} The market structure that we propose would be modeled on derivative markets, and market participants would enter into contracts based on whether they think the value of a particular vulnerability tier will go up or down. Our proposal uses the price discovery benefit of derivative markets to produce a fair market price based on the collective knowledge of all investors.
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The first problem that must be addressed is financial. Our model views vulnerabilities and exploits as commodities, analogous to any other commodity traded in exchanges. Many commodities are low cost, like corn being traded at $4 per bushel. A single high-risk vulnerability that has been turned into an exploit, on the other hand, could potentially sell for hundreds of thousands of dollars in the current market. This may be the fair market value for these commodities, or prices might be inflated by the lack of transparency within the market. A contract for one high-risk vulnerability could potentially be enormously expensive for an investor, never mind actually buying contracts in bulk. We envision two possible solutions. One solution would involve utilizing binary options that would simply pay out based on whether a particular market condition was satisfied. However, this model may not facilitate price discovery as effectively as other models.

The second possible solution, which is the one that we would recommend, would be to base the contracts on the value of the vulnerability tier. There are two potentially effective options for this, selling contracts on margins or permitting investors to purchase micro- or nano-lots.

The first option is selling contracts on margin, which is a common market model for high value commodities. Buying on margin is like making a down payment on a mortgage. The investor puts up a percentage of the price, and the clearinghouse provides the balance as a loan to the investor. The risk for the investor, however, is considerable. Consider the following example:

**Example 1**

<table>
<thead>
<tr>
<th>The current price for high-risk vulnerabilities is $50,000. An investor enters into a contract to purchase 10 high-risk vulnerabilities on margin at $5,000 each. The clearinghouse provides the additional $450,000 as a loan. The price for the high-risk tier increases to $60,000.</th>
</tr>
</thead>
<tbody>
<tr>
<td>The investor sells. $450,000 goes to the clearinghouse, and the investor has a profit of $100,000.</td>
</tr>
<tr>
<td>Alternatively, the investor does not sell. The price drops to $40,000. The clearinghouse issues a “margin call” that requires the investor to pay back the loan. The investor’s $50,000 investment is now gone, and he might owe the clearinghouse an additional $50,000.</td>
</tr>
</tbody>
</table>

As this example shows, buying on margin can either be very good or very bad for the investor. When the price goes up to $60,000, an investor who bought ten contracts and had invested the full amount would have a profit of 20%. The investor who bought on margin, on the other hand, only invested $50,000 and has earned the same profit, making this a 200% return on investment.

The situation where the price drops, in contrast, puts investors who buy on margin in a worse financial position compared to investors who pay the full amount outright. If an investor had paid the full amount and then the value dropped, his or her investment is still worth $400,000 and he or she could hold onto it and wait for the price to go back up. Meanwhile, the investor who purchased on margin has lost all of his or her investment and cannot pay back the
loan. Instead of requiring the investor to pay back more than he or she invested, the clearinghouse might instead close out the investment when the price drops to $45,000. This way, the clearinghouse can reclaim the value of the loan and the investor is just left with an empty account. Buying on margin thus increases the risk for the investor.

Our second option focuses on avoiding the risk of trading on margin. A less-risky approach could reduce barriers to entry and make it more likely that security researchers would actively participate in the market. We thus propose a different kind of contract that would be based on a fraction of the vulnerability tier’s value. Each contract would concern this fractional unit. The unit would be 1/1000 of the cost of the vulnerability, and we call these vulnerability fraction units (“VFUs”). This kind of contract already exists in foreign exchange (“Forex”) markets, where the standard contract size is $100,000 of the base currency. Many Forex brokers offer micro-lots at 1/100th of the base lot size and nano-lots at 1/1000th of the base lot size. Our VFU model applies this structure to vulnerability trading. Consider the following example:

Example 2

An investor enters into a contract to purchase 100 high risk VFUs at $80 each on or before May 1st, 2016. The investor then enters into a separate contract to sell 100 medium risk VFUs at $40 each on or before May 1st, 2016. At the 1/1000 VFU value, this means that the investor expects that on May 1, 2016, the price of a high-risk vulnerability will be above $80,000, and the price of a medium-risk vulnerability will be below $40,000.

Like the margin example, a contract for 100 VFUs requires the investor to put up 10% of the tier price. However, as discrete units, this is the full value of the investment, and the investor is not in debt to the clearinghouse. The less-risky VFU model would encourage market participation by security professionals, software vendors, and other potential vulnerability purchasers who might not be able to participate in high-stakes markets. This would improve the amount of information reflected in the market price.

These VFU contracts would subsidize qualifying vulnerability purchases by vendors. When the contract matures, contract-holding speculators will receive their profits, but not the initial value of the contract, as explained in more detail in Section IV.C. The value of any VFU contracts which are not immediately applied to sales will be stored in an escrow account and reserved for future sales and research. Once the market is established, we anticipate that the maturity dates of

contracts will be issued on a rolling basis with approximately two weeks between each maturity date.

Vendors and other potential purchasers could also use the market to hedge against price increases. In this case, the contract would have an option provision that would permit the contract holder to exercise the option to purchase a vulnerability at the contract price. The negotiated price would still be paid to the seller, but the buyer’s account balance would reflect the discount obtained by exercising the option. If the vendor declines to purchase a particular vulnerability, it would become available to the market of investors who had option contracts for a vulnerability of that severity. In the event that more than one option holder wishes to exercise the option, an auction will decide the party permitted to exercise the option. In such a situation, the final auction price would be the amount paid to the seller, and the option holder would exercise the option and receive the difference between the strike price (as specified in the contract) and the sale price.

C. Vulnerability Sales

We now turn to the heart of our proposal: facilitating sales at a fair market price between vendors and security researchers. The derivative market this Article proposes could function independently, but we propose that the market would be most valuable as an institution that supports the actual exchange of vulnerability information between researcher and vendor. By using the collective knowledge of investors, security researchers, and vendors to establish a fair market price based on severity tiers, the market for vulnerabilities will become much more transparent. This market proposal would be most appropriate for proprietary software. Open source software like Linux distributions may require a market that is structured differently.
The following chart depicts the complicated relationships between investors, the third-party intermediary, and the buyers and sellers of vulnerability information. The exchange attracts speculators and hedgers, who invest in either futures or option contracts, and as the maturity date approaches, they decide whether to sell or hold their VFUs. Selling transfers the VFUs to a new speculator or hedger. A hedger who holds an option contract would likely not be interested in their account being adjusted to reflect profits, because the option contract enables them to purchase at a discount. They can, however, convert the option contract to a futures contract before the maturity date if they do want to claim the profit. On the other side, a seller contacts the clearinghouse, who connects the seller with the buyer to facilitate a negotiation. A successful negotiation results in a sale, while a failed negotiation results in the vulnerability becoming available for option holders. If the vulnerability is sought by more than one option holder, an auction takes place.

**Vulnerability Market Proposal**

![Diagram of vulnerability market proposal](image)

The clearinghouse that facilitates the trading of contracts will be instrumental for the actual purchasing activity as well. The idea of using an intermediary to facilitate vulnerability transactions is not new. US-CERT has served this role, and scholars including Bambauer and Day have recommended the use of an intermediary for vulnerability transactions. Our proposal builds on these precedents and ideas. The following figure provides a more detailed overview of the sale procedures.

---


A number of organizational elements will improve the effectiveness of our proposal. First, the clearinghouse will employ highly skilled cybersecurity experts who can mitigate the effects of the Arrow paradox that arises when parties are transacting in information goods. These intermediary experts will certify the validity and tier of an offered vulnerability, and the appropriate tier price will serve as the anchor price for the negotiations. Ideally, vendors would also provide clearinghouse experts with access to information about patches currently being developed so that the clearinghouse can certify that the offered security flaw is both valid and something that the vendor is not currently working on fixing.

Second, the clearinghouse will mediate during the negotiations as necessary. Third, the vendor must have a right of first refusal. If the negotiations fail or if the vendor declines to purchase the vulnerability, the negotiation will be opened up to the larger market. Overall, the use of a trusted third party and the price discovery benefits of a derivatives market should significantly simplify the processes involved in the vulnerability trade. The right of first refusal is vital to ensure that the market caters to the public interest as much as possible by emphasizing a paradigm where vendors are the buyers, instead of encouraging vulnerabilities to simply be sold to the highest bidder.

Currently, the open market typically pays more for vulnerabilities and exploits than vendors offer through bug bounties. Many vendors may not have the resources necessary to offer market price for bugs. Futures contracts for VFUs will offset the difference between these two markets by subsidizing purchases by
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A qualifying vendor is the vendor responsible for the flawed code and who has committed to expedite the patching of purchased flaws.

A vendor who will not commit to expedited patching will not receive a subsidy, but they can still obtain a discount by participating in the derivatives market as a hedger. At the time of purchase, if the market price is higher than the price at which the vendor purchased an option contract, the vendor can exercise the option, paying the full price to the seller and having their account increased by the difference between the market price and the contract price. The options would still be calculated in terms of VFUs, so a vendor that wishes to use an option for the full price of a vulnerability may want to have contracts for 1,000 VFUs of that particular vulnerability tier. Because contracts can be converted between futures and options before the maturity date, this creates an incentive for vendors and other purchasers to be the final holders of contracts.

The following scenario describes how we envision the functioning of these markets:

A few months ago, Sam the speculator held a contract for 100 high-severity VFUs at $65 each on or before May 1, 2016. He sold his contract for 100 VFUs to fellow speculator Susan at a price of $70 each, with the same maturity date. Since he bought the contract for $6,500 and sold the contract for $7,000, Sam’s profit for this contract is $500. Susan retains the contract until the maturity date. On May 1st, the market price for the high risk tier is $85,000. The contract is now worth $1,500 more than what Susan paid, and $2,000 more than what Sam paid. The original value of Susan’s contract, $7,000, can now be applied as a subsidy towards a qualifying vendor purchase. The clearinghouse deposits the extra $1,500 in Susan’s account and issues Susan a receipt for a tax-deductible gift of $5,500—the value of her original contract minus her profit. The subsidy amount is based on the amount paid by the last purchaser. Here, the original contract is worth $7,000 instead of $6,500, because the $500 difference has already been claimed by Sam when he sold to Susan. Susan can continue to reinvest the remaining $1,500, but the exchange will not issue donation receipts for values higher than the capital actually invested.

Rosa is a researcher who discovers a security flaw in an operating system distributed by the company Virtual, Inc. Rosa approaches the clearinghouse about a potential sale on April 20, 2016, and the security experts at the clearinghouse verify the validity of the vulnerability and assign a severity of High. The clearinghouse contacts Virtual about a potential sale and certifies the severity. Virtual agrees to negotiate with Rosa.

Information about the subsidy is retained by the clearinghouse until the negotiations are concluded. On May 2, 2016, Virtual and Rosa agree on a sale price of $80,000. If Susan’s contract is the only eligible contract for a high severity vulnerability that has matured on or before May 1st, the $7,000 will be applied towards Virtual’s
purchase price, and the final cost to Virtual for this information is $73,000.

D. Implementation and Possible Counter Arguments

In this Part, we have sketched out a revolutionary proposal that has the potential to improve cybersecurity for everyone. While this proposal is fundamentally driven by the private sector, regulatory intervention will be necessary in some areas. The portion of the market dedicated to the trade of VFUs would almost certainly need to comply with CFTC regulations at a minimum. If the options element of the proposal is adopted, the SEC will likely need to be involved as well.

Another area where government intervention will be necessary concerns the current barriers to entry for this type of market. Because unauthorized security research is likely to violate the CFAA, we propose that the CFAA be amended to create a narrow safe harbor for cybersecurity research where the fruits of that research are offered to vendors through our transparent marketplace or a similar vehicle. These amendments to the CFAA could also include other liability limitations, restricting the extent to which a vendor could bring legal action against a good-faith security researcher.

The current vulnerability market is complicated by the recently enacted federal CISA. CISA is designed to facilitate the sharing of cyber threat indicators between the private sector and the government. If a vendor discloses information to the government about a vulnerability discovered by a freelance security researcher, the current wording of CISA is broad enough to permit the government to undertake an investigation of the security researcher, and potentially compel them to disclose the information for free. The vendor would thus be able to evade potential negotiations and obtain the information at no cost. By providing a transparent and legally recognized marketplace, our model could help avoid this outcome.

The transparency of the market may ultimately need to be a sliding scale. More sensitive systems, like programmable logic controllers used for industrial computers, may require greater delicacy than a consumer product. While harder to infect, industrial control systems are still vulnerable to human error if, for example, an employee puts an infected USB drive into one of the computers that would otherwise be “air gapped.”

There are possible pitfalls to this proposal. Law enforcement and intelligence agencies around the world would likely protest the loss of grey markets. Unfixed vulnerabilities can help solve crimes by enabling law enforcement to hack into a suspect’s computer, or even protect national security interests by making it easier to spy on terrorist organizations. We argue that these interests are important, but they do not outweigh the greater public interest in fixing security flaws instead of exploiting them.

Three other possible problems concern the derivative market side of our proposal. The first problem likely to be raised concerns the risk that investors might manipulate the market. For example, a software developer who invests in the market might insert backdoors intentionally that could be reported as critical
security flaws. But this concern is overstated, because that is already a hazard with the current market. This possible hazard is also why we have proposed a market organization scheme based on severity tier instead of the occurrence of specific events or the value of vulnerabilities associated with a particular vendor.

A second danger is the risk that over-speculation could lead to artificially high or low prices not justified by market realities. To address this possible risk, the derivative market should have guidelines for the acceptable ratios of speculators to potential buyers.

The third danger involves the potential for ill-intentioned third parties to obtain vulnerabilities during the options and auction phases. One possible way to address this downside is to eliminate third-party purchases. In this scenario, if negotiations between the researcher and vendor fail, the clearinghouse obtains the vulnerability and compensates the researcher with VFUs that they can trade in the market. This option would emphasize the clearinghouse’s third purpose as a security-research organization.

As with any market, a successful vulnerability clearinghouse will need sufficient liquidity. It may be difficult to persuade initial investors, but one group in particular may be especially interested in a vulnerability research market: cyber insurance providers. Many standard insurance contracts are not broad enough to cover cyber risks, and customers are increasingly interested in cyber insurance policies. Unfortunately, the insurance industry is plagued by uncertainty because of the lack of actuarial data for cybersecurity risk management. An investment-based vulnerability market could enable insurers to hedge against some of the uncertainties of creating a market for cyber insurance. Ultimately, we are optimistic that our proposal could succeed, going a long way towards fixing the information security problems that plague modern society.

**CONCLUSION**

Information drives modern society, and nowhere is this clearer than cybersecurity, where information is the weapon, the shield, and the currency. Vulnerability markets allow the trading of information for personal gain, sometimes to the detriment of the public welfare.

When combating cyber threats, the regulatory response tends to emphasize punishment and detection. In this Article, we instead focus on rewards. If there are no carrots to improve the incentive to report flaws to vendors, the regulatory sticks of criminal enforcement will drive the prices up in questionable markets without actually improving security in the long run. We propose a model that we believe will create new incentives to sell vulnerabilities to vendors instead of to potentially malicious third parties.

One of our main goals is to create an efficient marketplace. Vulnerabilities and exploits are information goods vulnerable to the Arrow paradox. Too much disclosure destroys their value. They also can never be completely exclusive to any one buyer or seller, because vulnerability information is discovered, not created. Vulnerability information is currently traded secretive with an unknown end game. Security researchers attempting to sell their
discoveries may have prolonged periods of negotiation with a potential buyer, during which time the flaw might be discovered and patched.

Our proposal addresses these shortcomings by providing a largely self-funding nonprofit model that utilizes the price discovery benefits of derivative markets to establish a base fair market value for low-, medium-, and high-severity vulnerabilities, while also providing expert third-party intermediaries to certify vulnerabilities and facilitate transactions between vendors and security researchers.

Cyber threats could potentially affect every aspect of our daily lives. Governments are responding to these threats by debating disclosure requirements and export permits, but something more is needed. Government agencies around the world are stockpiling zero-day vulnerability information against the best interests of their constituencies. Regardless of their country of citizenship, people should demand more security, not clever ways of using computer insecurity against other countries. This is the new battlefield, and everyone is potentially collateral damage.